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ABSTRACT
We present a small-step, frame stack style, semantics for sequen-

tial Core Erlang, a dynamically typed, impure functional program-

ming language. The semantics and the properties that we prove

are machine-checked with the Coq proof assistant. We improve on

previous work by including exceptions and exception handling, as

well as built-in data types and functions. Based on the semantics,

we define multiple concepts of program equivalence (contextual,

CIU equivalence, and equivalence based on logical relations) and

prove that the definitions all coincide. Using this we are able to

give a correctness criterion for refactorings, which is one of the

main motivations of this work, by means of contextually equivalent

symbolic expression pairs.
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• Theory of computation → Operational semantics; Program
reasoning; Functional constructs.

KEYWORDS
Formal semantics, Frame stack semantics, Coq, program equiva-
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1 INTRODUCTION
Most language processors and refactoring tools lack a precise for-

mal specification of how the code is affected by the changes they

may make. In particular, using a refactoring tool to improve the

quality of the code should not change the observable behaviour of

the program; however, this property is validated only by testing in

most cases. Higher assurance can be achieved by making formal

arguments to verify behaviour preservation, which requires a for-

mal description (e.g., a formal semantics) of the programs being
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refactored, a precise specification how the refactorings affect these

programs, and a suitable definition of program equivalence.

The research presented in this paper is part of a wider project

aiming to improve the trustworthiness of Erlang [10] refactorings

via formal verification [17]. As a stepping stone, we formalise Core

Erlang [9], which is a core and intermediate language of Erlang

and its compilation process. Besides Erlang, other languages (e.g.,

Elixir [15]) can be translated to Core Erlang, therefore a formali-

sation of the core language may contribute to the studies of all of

these languages.

In this paper, we are defining a small-step (frame stack style)

semantics of Core Erlang extending our previous work [18] with

most of the sequential features of Core Erlang. Based on the formal

semantics, we define a number of expression equivalence concepts,

which we use to prove the correctness of simple Erlang refactorings.

All of the results presented here are also formalised with the Coq

proof management system [32].

𝑓 (𝑥) when length(𝑥) == 0 -> 𝑒1;

𝑓 (_) -> 𝑒2.

↓ when 𝑥 ∉ vars(𝑒1)
𝑓 ([]) -> 𝑒1;

𝑓 (_) -> 𝑒2.

Figure 1: A simple function refactoring in Erlang

Running example. We present a simple refactoring in Erlang,

which replaces a guard of a function clausewith amore effective and

readable patternmatching (Figure 1). Note that in the figure, 𝑓 , 𝑒1, 𝑒2,

and 𝑥 are metavariables (𝑓 is used for atoms, 𝑒1, 𝑒2 for expressions,

𝑥 for variables) and the side-condition of the refactoring is given

as a logical constraint in the when clause. This example will serve

as a running example throughout this paper.

To utilize the formal semantics of Core Erlang presented here,

first both of these code chunks are translated to Core Erlang by the

standard Erlang/OTP compiler (OTP version 24). Next, we encode

the Core Erlang programs in the Coq formalisation, and prove their

equivalence. In this process, we consider the compiler as trusted.

This is a reasonable assumption for two reasons. The compiler

produces human-readable Core Erlang, and so it can be inspected

in any particular case. Also, the compiler is widely used, and so

has been subject to substantial social scrutiny. In Figure 2 we show

the result of the unoptimised translation of the first function in

Figure 1, after clearing the annotations of Core Erlang [9].

Contributions. In this paper, we make the following contribu-

tions:
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𝑓 /1 = fun (_0) -> case _0 of
<𝑥 > when try let <_1> = call 'erlang ':'length '(𝑥)

in call 'erlang ':'=='(_1, 0)

of <Try > -> Try

catch <T,R> -> 'false '

-> 𝑒1
<_3> when 'true' -> 𝑒2
<_2> when 'true' ->

primop 'match_fail '({'function_clause ',_2})
end

Figure 2: Core Erlang code of the first function in Figure 1

• A (frame stack) semantics for the sequential subset of Core

Erlang including exception handling, which extends and

improves on our previous work [18].

• Definitions of termination-based program equivalence rela-

tions (namely: contextual equivalence, equivalence based on

logical relations, and CIU equivalence).

• Properties of the program equivalence relations, and their

coincidence.

• A number of simple (Erlang) expression equivalences (one

presented as the running example above).

• Amachine-checked implementation of the results in the Coq

proof management system [32].

For the proofs of the theorems, lemmas, and examples presented

here, we refer to the formalisation [32]. The rest of the paper is

structured as follows. In Section 2 we summarise the concepts

and our previous work which this paper builds on. Thereafter,

Section 3 introduces the formal semantics of sequential Core Erlang.

Section 4 discusses program equivalence definitions, followed by

a short discussion in Section 5 on the Coq implementation details.

Section 6 briefly discusses related work, while Section 7 concludes

and points out areas for future work.

2 BACKGROUND
In this section, we briefly introduce the concepts of frame stack

semantics and program equivalences, and also discuss our previous

work which we evolve in this paper.

Frame stack semantics. A frame stack style semantics is a small-

step [30] operational semantics. It is derived from the reduction-

style semantics of Wright and Felleisen [37]. In the frame stack

semantics, the reduction rules are applied in a special reduction

context; it is constructed as a stack of basic evaluation frames. This

stack can also be considered as the continuation of the evaluation.

The advantage of this style of semantics is that it is simpler to use

in a proof assistant since the frame stack is separated into a distinct

configuration cell (hence it does not need to be inferred like the

reduction context in reduction-style semantics).

Program equivalence concepts. In this paper, we investigate three

definitions of program equivalence. Contextual equivalence is a

syntactical notion of program equivalence: two expressions are

equivalent if their behaviours cannot be distinguished in any syntac-
tical contexts. Usually, it is burdensome to reason about contextual

equivalence since it requires induction on the context; however, this

notion is needed to express the correctness of local program trans-

formations (i.e., equivalent programs can be replaced in arbitrary

context without affecting the overall behaviour).

With equivalence based on logical relations [28] two expressions

are equivalent when their behaviour cannot be distinguished in

equivalent reduction contexts (i.e., frame stacks). In the frame stack

semantics reasoning about this equivalence can be carried out by in-

specting the semantics of the expressions instead of using induction

on the contexts.

With CIU equivalence (“closed instances of use” equivalence) [22]
two expressions are equivalent when their behaviour is indistin-

guishable in any reduction context. This notion is the most suitable

to reason about expressions being equivalent, since it involves only

one reduction context (frame stack).

Previous work. In earlier work [18] we have defined frame stack

semantics for a limited variant of Core Erlang, and defined the

program equivalence concepts mentioned above. Hereby we extend

this limited language by adding further language elements of Core

Erlang: function closures, tuples, maps, sequencing, value lists and

value sequences, exceptions and exception handling. Moreover, we

generalise pattern matching, let, letrec expressions, and built-in

function calls. With this extension, our semantics covers most of

the (sequential) language elements of Core Erlang [9] (except for

the module system, bitstring and alias patterns, binaries, timeouts

and floats). The syntax presented here also covers all the concurrent

language elements of Core Erlang (apart from process identifiers),

since they are expressed by built-in functions and primitive op-

erations since OTP version 23 [16]. After extending the language

and its semantics, we adjust and extend the equivalence relations,

corresponding properties and proofs. Another improvement on

previous work is handling expressions with an arbitrary number

of subexpressions in a uniform way.

It is worth mentioning that in prior work we also investigated

a big-step style semantics for sequential Core Erlang [4, 5], which

included studying the semantics of various language elements pre-

sented here, allowing us to reuse and adjust some of the results

about the syntax achieved there.

3 CORE ERLANG SEMANTICS
In this section, we discuss the syntax and frame stack semantics

of sequential Core Erlang, evaluate an example expression, and

show a number of semantic properties. For proofs we refer to the

machine-checked Coq formalisation [32].

3.1 Syntax
First, we present the syntax of Core Erlang [9] in Figure 3. We use

subscripts to denote multiplicities and superscripts to denote the

roles of values and expressions. For simplicity, we denote lists from

themetatheorywith 𝑒1, . . ., 𝑒𝑛 , and non-empty lists with 𝑒1, 𝑒2, . . ., 𝑒𝑛 .

We use 𝑥 to range over variables, 𝑖 over integers, 𝑎, 𝑓 denote atoms,

and 𝑘, 𝑙,𝑚, 𝑛 are used to denote natural numbers. Compared to our

previous work [18], here we separate values from expressions, but

use similar notations for them (e.g., {𝑒1, . . ., 𝑒𝑛} is a tuple expression,
while {𝑣1, . . ., 𝑣𝑛} is a tuple value).

The patterns of the language are integers (denoted with num-

bers), atoms (enclosed in single quotation marks), variables, lists,
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𝑝 ∈ Pattern ::= 𝑖 | 𝑎 | 𝑥 | [𝑝1 |𝑝2] | [] | {𝑝1, . . ., 𝑝𝑛}

| ∼{𝑝𝑘
1
⇒ 𝑝𝑣

1
, . . ., 𝑝𝑘𝑛 ⇒ 𝑝𝑣𝑛}∼

ps ∈ list(Pattern) ::= <𝑝1, . . ., 𝑝𝑛>

cli ∈ ClosItem ::= 𝑓 /𝑘 = fun(𝑥1, . . ., 𝑥𝑘 ) → 𝑒

ext ∈ list(ClosItem) ::= cli1, . . ., cli𝑛

cl ∈ Clause ::= 𝑝𝑠 when 𝑒𝑔 → 𝑒𝑏

𝑣 ∈ Val ::= 𝑖 | 𝑎 | 𝑥 | 𝑓 /𝑘 | clos(𝑒𝑥𝑡, [𝑥1, . . ., 𝑥𝑛], 𝑒)

| [𝑣1 |𝑣2] | [] | {𝑣1, . . ., 𝑣𝑛} | ∼{𝑣𝑘
1
⇒ 𝑣𝑣

1
, . . ., 𝑣𝑘𝑛 ⇒ 𝑣𝑣𝑛}∼

nv ∈ NonVal ::= fun(𝑥1, . . ., 𝑥𝑛) → 𝑒 | <𝑒1, . . ., 𝑒𝑛> | [𝑒1 |𝑒2]

| {𝑒1, . . ., 𝑒𝑛} | ∼{𝑒𝑘
1
⇒ 𝑒𝑣

1
, . . ., 𝑒𝑘𝑛 ⇒ 𝑒𝑣𝑛}∼

| call 𝑒𝑚 :𝑒 𝑓 (𝑒1, . . ., 𝑒𝑛) | primop 𝑎(𝑒1, . . ., 𝑒𝑛)
| apply 𝑒 (𝑒1, . . ., 𝑒𝑛) | case 𝑒1 of cl1; . . . ; cl𝑛 end

| let <𝑥1, . . ., 𝑥𝑛> = 𝑒1 in 𝑒2 | do 𝑒1 𝑒2 | letrec 𝑒𝑥𝑡 in 𝑒
| try 𝑒1 of <𝑥1, . . ., 𝑥𝑘> → 𝑒2 catch <𝑥𝑘+1, . . ., 𝑥𝑘+𝑛> → 𝑒3

𝑒 ∈ Exp ::= nv | 𝑣
vs ∈ ValSeq ::= <𝑣1, . . ., 𝑣𝑛>

𝑐 ∈ ExcClass ::= ’throw’ | ’exit’ | ’error’

exc ∈ Exception := {𝑐, 𝑣𝑟 , 𝑣𝑑 }𝑋

res ∈ Result := exc | vs

Figure 3: Syntax of Core Erlang

tuples and maps (tilde-enclosed tuples containing key-value pairs

denoted with superscripts 𝑘 and 𝑣). The set of values in the lan-

guage essentially consists of the same constructs, extended with

function identifiers (𝑓 /𝑘 , atom-arity pairs) and function closures.

Note that we refer to variables and function identifiers as names in
the rest of the paper.

Closures. Closures are the normal forms of functions (we reuse

and adjust their definition from [5]). Besides a function’s parameter

list, body expression, they also include a list of function definitions

(ext) that can be applied recursively by the body expression (this

list is constructed while evaluating a letrec expression).

The expressions of the language are either values or non-values,

which consist of uncurried function abstractions, value lists (de-

noted with <𝑒1, . . ., 𝑒𝑛>, usually used in binding expressions), lists,

tuples, maps, inter-module calls (we denote themodule and function

names with superscripts), primitive operations, function applica-

tion, binding expressions (let, letrec, case, try), and sequencing
(do).

Primitive operations, inter-module calls, and function application.
The semantics of primitive operations (primop) is unspecified, thus
in the formalisation we simulate the behaviour of these operations

based on their implementation in the standard compiler [1]. Inter-

module calls (call) are applications of top-level functions of a

(Core) Erlang module (identified by module and function names).

The current formalisation does not include the module system yet,

thus for our semantics inter-module call expressions are mainly

𝑟 ∈ Redex ::= vs | exc | 𝑒 | □

id ∈ FrameId ::= tuple | values | call(𝑣𝑚, 𝑣 𝑓 ) | primop(𝑎) | map

| app(𝑣)
𝐹 ∈ Frame ::= id(𝑣1, . . ., 𝑣𝑖−1,□, 𝑒𝑖+1 . . ., 𝑒𝑛) | [𝑒1 |□] | [□|𝑣2]

| call □:𝑒 𝑓 (𝑒1, . . ., 𝑒𝑛) | call 𝑣𝑚 :□(𝑒1, . . ., 𝑒𝑛)
| apply □(𝑒1, . . ., 𝑒𝑛) | case □ of cl1; . . . ; cl𝑛 end

| case vs of 𝑝𝑠 when □→ 𝑒𝑏 ; cl2; . . . ; cl𝑛 end

| let <𝑥1, . . ., 𝑥𝑛> = □ in 𝑒2 | do □ 𝑒2
| try □ of <𝑥1, . . ., 𝑥𝑛> → 𝑒2 catch <𝑥𝑘+1, 𝑥𝑘+2, 𝑥𝑘+3> → 𝑒3

𝐾 ∈ FrameStack ::= 𝜀 | 𝐹 :: 𝐾

Figure 4: Syntax of redexes, frames, frame stacks

simulated built-in function (BIF) calls. BIFs include a collection

of simple operations (e.g., addition, subtraction, type testing) and

they live in the ’erlang’ module. In contrast, function application

(apply) is used to apply any closure to the given parameters.

Evaluation and binding. In Core Erlang all expressions evaluate

to either value sequences (denoted with <𝑣1, . . ., 𝑣𝑛> or vs) or ex-
ceptions (denoted with exc). Most expressions evaluate to a single

value and hence yield singleton value sequences, but value lists

(<𝑒1, . . ., 𝑒𝑛>) evaluate to a value sequence of the same length.

Binding expressions are capable of binding any number of vari-

ables (or function identifiers in case of letrec). For example, if 𝑛

variables are given in try or let expressions, and 𝑒1 evaluates to a

value sequence of 𝑛 values, then these values will be bound to the

𝑛 given variables in 𝑒2. This is true for case expressions too, but in

this case a list of 𝑛 patterns has to be specified in each clause.

Exceptions. In Erlang implementations [9], exceptions (denoted

with {𝑐, 𝑣𝑟 , 𝑣𝑑 }𝑋 , where we use the superscript 𝑋 to distinguish

exceptions from tuples) consist of an exception class (𝑐) and two

values describing the reason (𝑣𝑟 ) and additional details (𝑣𝑑 ) of the

exception. These three values are bound inside the catch clause of

a try expression.
1

3.2 Frame Stacks
Next, we define the formal semantics for Core Erlang. We use

⟨𝐾, 𝑟 ⟩ −→ ⟨𝐾 ′, 𝑟 ′⟩ to denote reduction steps, where the initial con-

figuration consists of the frame stack 𝐾 and redex 𝑟 , while the final

configuration includes the stack 𝐾 ′
and redex 𝑟 ′. Before discussing

the rules of the semantics, we define the syntax of redexes, frame

stacks, and a number of auxiliary definitions.

The syntax for frames, frame stacks, and redexes are presented

in Figure 4. Frames are essentially non-values with one of their

subexpression replaced by □ (they resemble the reduction contexts

of [37]). However, frames do not capture all syntactical contexts.

Frames capture evaluation order by some of their parameters being

values (that have already been evaluated) while others being (non-

value) expressions.

1
We note that Core Erlang implementations also allow binding only the first two

values in catch.
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Frame stacks are essentially lists: there is the empty stack 𝜀, and

the stack 𝐹 :: 𝐾 which denotes the frame stack 𝐾 with the frame 𝐹

pushed onto it.

Frames for expression lists. In order to avoid duplication for mul-

tiple kinds of expressions containing parameter lists (e.g., tuples,

maps, function applications)—which always need to be evaluated

in the same way—we introduce frame identifiers, the parameter

list frame 𝑖𝑑 (𝑣1, . . ., 𝑣𝑘−1,□, 𝑒𝑘+1, . . ., 𝑒𝑛), and the □ redex to handle

empty parameter lists in a uniform way.

3.3 Auxiliary definitions
For the rest of the paper, we introduce the following concepts:

• Similarly to our previous work [18], we use 𝜎 to denote

capture-avoiding, parallel substitutions. Substitutions map

names to values. We use 𝜎 (𝑥) to denote the value that is

mapped to the name 𝑥 by the substitution 𝜎 .

• Applying a substitution to a redex (or single value) is denoted

with 𝑟 [𝜎]. If a concrete substitution is given, we use 𝑟 [𝑥1 ↦→
𝑣1, . . ., 𝑥𝑛 ↦→ 𝑣𝑛] which replaces the names 𝑥𝑖 with values 𝑣𝑖
in 𝑟 .

• We also adapt the scoping rules and notations of [18] to

the extended language. We use Γ ⊢ 𝑡 to denote that the

redex, single value (note that variables are values too), frame

or frame stack 𝑡 contains free names listed in the set Γ. A
redex, single value, frame or frame stack 𝑡 is closed, if ∅ ⊢ 𝑡 .
Moreover, Γ ⊢ 𝜎 ⊸ Δ denotes that the substitution 𝜎 maps

names in Γ to values (𝑣) such that Δ ⊢ 𝑣 .
• Let vars(𝑝) denote the set of variables in pattern 𝑝 .

• The function is_match(ps, vs) decides whether the list of pat-
terns ps pairwise match to the given value sequence vs. The
function match(ps, vs) creates a substitution that includes

the result variable-value bindings of the successful pattern

matching.

• The function names_of(ext) returns the set of bound function
identifiers in the list of function definitions ext.

• The function mk_closlist(ext) creates a substitution of clo-

sures based on the function definitions in ext by transforming

all function definitions 𝑓 /𝑘 = fun(𝑥1, . . ., 𝑥𝑛) → 𝑒 of ext into
𝑓 /𝑘 ↦→ clos(ext, [𝑥1, . . ., 𝑥𝑛], 𝑒) (ext is used in all closures as

the collection of recursive function). For further details we

refer to the formalization [32].

3.4 Dynamic Semantics
In this subsection, we present the rules of the semantics. There are

4 rule categories:

(1) Rules that deconstruct an expression by extracting its first

redex while putting the rest of the expression in the frame

stack (Figure 5).

(2) Rules that modify the top frame of the stack by extracting the

next redex and putting back the currently evaluated value

into this top frame (Figure 6).

(3) Rules that remove the top frame of the stack and construct

the next redex based on this removed frame (Figure 7). We

also included rules here which immediately reduce an ex-

pression without modifying the stack (e.g., PFun).

(4) Rules that express concepts of exception creation, handling,

or propagation (Figure 8).

Next, we discuss a number of the more complex rules, starting

with rules of group 1 (Figure 5):

• SPrimOp, STuple, and SVals reduce expressions with pa-

rameter lists. They put a parameter list frame (with their

corresponding frame identifier) on the top of the frame

stack. To avoid handling empty parameter lists separately for

each language element, □ is put into the final configuration,

which will be handled by PParams□ in case of an empty, or

SParams□ in case of a non-empty parameter list.

• SMap starts the evaluation of a non-empty map expression

by creating a parameter list frame. In this case, the use of

□ can be avoided, since there is at least one key expression.

Note that empty maps are handled separately (in PMap0)

to satisfy that the number of subexpressions and values in

parameter list frames for maps is always an odd number (we

refer to the description of PParams on page 6 for more in-

sights). If we used the same general rules for map evaluation

as for other parameter lists, some theorems (e.g., 3.4 and 3.5)

would become significantly harder to prove.

• The rest of the rules of Figure 5 extract the first redex of

the given expression, and push the remaining parts onto the

stack. We note that lists are evaluated in a right-to-left order

in Core Erlang, this is why 𝑒2 is extracted first in SConsTail.

Now we draw attention to the rules in groups 2 (Figure 6) and 3

(Figure 7). Observe that all of these restrict the redex in the initial

configuration to be a singleton value sequence, except for the bind-

ing expressions (in line with what we said in Section 3.1), single-step

reduction rules, and technical rules involving □.

• SParams□ starts the evaluation of non-empty parameter

lists. This is one of the two rules that expects □ in the initial

configuration. If there are some expressions in the parameter

list frame on the top of the stack, this rule extracts the first

one. Note that this rule cannot be used for map frames, since

SMap handles non-empty, and PMap0 handles empty maps.

• SParams extracts the next redex (𝑒𝑖+1) from the parameter

list frame on the top of the stack, if the 𝑖th expression has

already been reduced to a singleton value sequence. The

item in this singleton sequence is put back into the frame.

• SCallParam, SAppParam express reductions for frameswith

parameter lists, and behave the same way as described above

for SPrimOp, STuple, and SVals.

• SCaseFail expresses the evaluation of a case expression if

the pattern matching failed. In this case, the first clause can

be removed, and the next clause needs to be checked.

• SCaseSuccess expresses the evaluation of a case expression
if the pattern matching succeeds. In this case, the next redex

to evaluate is the guard expression of the current clause,

substituted by the result of the pattern matching. Note that

the substitution is also applied to the body expression of the

current clause.

• SCaseFalse expresses when a guard of a clause evaluates to

’false’. In this case, the first clause can be removed, and

the next clause needs to be checked.
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⟨𝐾, [𝑒1 |𝑒2]⟩ −→ ⟨[𝑒1 |□] :: 𝐾, 𝑒2⟩ (SConsTail)

⟨𝐾, let <𝑥1, . . ., 𝑥𝑛> = 𝑒1 in 𝑒2⟩ −→ ⟨let <𝑥1, . . ., 𝑥𝑛> = □ in 𝑒2 :: 𝐾, 𝑒1⟩ (SLet)

⟨𝐾, do 𝑒1 𝑒2⟩ −→ ⟨do □ 𝑒2 :: 𝐾, 𝑒1⟩ (SSeq)

⟨𝐾, apply 𝑒 (𝑒1, . . ., 𝑒𝑛)⟩ −→ ⟨apply □(𝑒1, . . ., 𝑒𝑛) :: 𝐾, 𝑒⟩ (SApp)

⟨𝐾, call 𝑒𝑚 :𝑒 𝑓 (𝑒1, . . ., 𝑒𝑛)⟩ −→ ⟨call □:𝑒 𝑓 (𝑒1, . . ., 𝑒𝑛) :: 𝐾, 𝑒𝑚⟩ (SCallMod)

⟨𝐾, primop 𝑎(𝑒1, . . ., 𝑒𝑛)⟩ −→ ⟨primop(𝑎) (□, 𝑒1, . . ., 𝑒𝑛) :: 𝐾,□⟩ (SPrimOp)

⟨𝐾, <𝑒1, . . ., 𝑒𝑛>⟩ −→ ⟨values(□, 𝑒1, . . ., 𝑒𝑛) :: 𝐾,□⟩ (SVals)

⟨𝐾, {𝑒1, . . ., 𝑒𝑛}⟩ −→ ⟨tuple(□, 𝑒1, . . ., 𝑒𝑛) :: 𝐾,□⟩ (STuple)

⟨𝐾,∼{𝑒𝑘
1
⇒ 𝑒𝑣

1
, 𝑒𝑘
2
⇒ 𝑒𝑣

2
. . ., 𝑒𝑘𝑛 ⇒ 𝑒𝑣𝑛}∼⟩ −→ ⟨map(□, 𝑒𝑣

1
, 𝑒𝑘
2
, 𝑒𝑣
2
, . . ., 𝑒𝑘𝑛 , 𝑒

𝑣
𝑛) :: 𝐾, 𝑒𝑘1 ⟩ (SMap)

⟨𝐾, case 𝑒 of cl1; . . . ; cl𝑛 end⟩ −→ ⟨case □ of cl1; . . . ; cl𝑛 end :: 𝐾, 𝑒⟩ (SCase)

Figure 5: Frame stack semantics rules (group 1)

⟨[𝑒1 |□] :: 𝐾, <𝑣2>⟩ −→ ⟨[□|𝑣2] :: 𝐾, 𝑒1⟩ (SConsHead)

⟨call □:𝑒 𝑓 (𝑒1, . . ., 𝑒𝑛) :: 𝐾, <𝑣𝑚>⟩ −→ ⟨call 𝑣𝑚 :□(𝑒1, . . ., 𝑒𝑛) :: 𝐾, 𝑒 𝑓 ⟩ (SCallFun)

⟨call 𝑣𝑚 :□(𝑒1, . . ., 𝑒𝑛) :: 𝐾, <𝑣 𝑓 >⟩ −→ ⟨call(𝑣𝑚, 𝑣 𝑓 ) (□, 𝑒1, . . ., 𝑒𝑛) :: 𝐾,□⟩ (SCallParam)

⟨apply □(𝑒1, . . ., 𝑒𝑛) :: 𝐾, <𝑣>⟩ −→ ⟨app(𝑣) (□, 𝑒1, . . ., 𝑒𝑛) :: 𝐾,□⟩ (SAppParam)

⟨case □ of ps when 𝑒𝑔 → 𝑒𝑏 ; cl2; . . . ; cl𝑛 end :: 𝐾, vs⟩ −→ ⟨case □ of cl2; . . . ; cl𝑛 end :: 𝐾, vs⟩ (if ¬is_match(𝑝𝑠, 𝑣𝑠)) (SCaseFail)

⟨case □ of ps when 𝑒𝑔 → 𝑒𝑏 ; cl2; . . . ; cl𝑛 end :: 𝐾, vs⟩ −→

⟨case vs of ps when □→ 𝑒𝑏 [match(ps, vs)]; cl2; . . . ; cl𝑛 end :: 𝐾, 𝑒𝑔 [match(ps, vs)]⟩ (if is_match(𝑝𝑠, 𝑣𝑠))
(SCaseSuccess)

⟨case vs of ps when □→ 𝑒𝑏 ; cl2; . . . ; cl𝑛 end :: 𝐾, <’false’>⟩ −→ ⟨case □ of cl2; . . . ; cl𝑛 end :: 𝐾, vs⟩ (SCaseFalse)

⟨id(□, 𝑒1, 𝑒2, . . ., 𝑒𝑛) :: 𝐾,□⟩ −→ ⟨id(□, 𝑒2, . . ., 𝑒𝑛) :: 𝐾, 𝑒1⟩ (if id ≠ map) (SParams□)

⟨id(𝑣1, . . ., 𝑣𝑖−1,□, 𝑒𝑖+1, 𝑒𝑖+2, . . ., 𝑒𝑛) :: 𝐾, <𝑣𝑖>⟩ −→ ⟨id(𝑣1, . . ., 𝑣𝑖−1, 𝑣𝑖 ,□, 𝑒𝑖+2, . . ., 𝑒𝑛) :: 𝐾, 𝑒𝑖+1⟩ (SParams)

Figure 6: Frame stack semantics rules (group 2)

• The rest of the rules of Figure 6 extract the next redex from

the top frame of the stack, and put back the result value

(which is inside a singleton value sequence) into the frame.

We use the auxiliary function eval(id, 𝑣1, . . ., 𝑣𝑛) that constructs
a redex based on a frame identifier and a parameter list. We provide

an informal overview of its definition here, and for the precise

definition, we refer to the formalisation [32]. If

• id = app(𝑣) and 𝑣 = clos(𝑒𝑥𝑡, [𝑥1, . . ., 𝑥𝑛], 𝑒), then
eval(app(𝑣), 𝑣1, . . ., 𝑣𝑛) = 𝑒 [mk_closlist(ext), 𝑥1 ↦→ 𝑣1, . . ., 𝑥𝑛
↦→ 𝑣𝑛].

• id = app(𝑣) and 𝑣 is not a closure, or has an incorrect number

of formal parameters, the result is an exception.

• id = tuple, then eval(tuple, 𝑣1, . . ., 𝑣𝑛) = {𝑣1, . . ., 𝑣𝑛}.
• id = values, then eval(values, 𝑣1, . . ., 𝑣𝑛) = <𝑣1, . . ., 𝑣𝑛>.

• id = map and 𝑛 is an even number, then

eval(map, 𝑣1, . . ., 𝑣𝑛) = ∼{𝑣1 ⇒ 𝑣2, . . ., 𝑣𝑘−1 ⇒ 𝑣𝑘 }∼,

where the 𝑘 ≤ 𝑛 result values inside the map are obtained

by eliminating duplicate keys and their associated values.

• id = call(𝑎𝑚, 𝑎𝑓 ), then eval(call(𝑎𝑚, 𝑎𝑓 ), 𝑣1, . . ., 𝑣𝑛) simu-

lates the behaviour of the built-in functions of (Core) Erlang.

• id = primop(a), then eval(primop(a), 𝑣1, . . ., 𝑣𝑛) simulates the

behaviour of primitive operations of Core Erlang.

Thereafter, we highlight some rules from group 3 (Figure 7):

• PMap0, PFun, and PLetRec express single step reductions

that do not include the manipulation of the frame stack.

• PValue reduces a value to a singleton value sequence. In

most cases, this rule is used to evaluate atoms, integers, and

empty lists, since these values do not have a corresponding

expression, in contrast to tuples, maps, and non-empty lists.

• PParams□ handles the evaluation of empty parameter lists

(note that maps are handled separately with PMap0). This

is the other rule (besides SParams□) that expects □ in the

initial configuration as the redex.
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⟨𝐾,∼{}∼⟩ −→ ⟨𝐾, <∼{}∼>⟩ (PMap0)

⟨𝐾, fun(𝑥1, . . ., 𝑥𝑛) → 𝑒⟩ −→ ⟨𝐾, <clos(∅, [𝑥1, . . ., 𝑥𝑛], 𝑒)>⟩ (PFun)

⟨𝐾, letrec ext in 𝑒⟩ −→ ⟨𝐾, 𝑒 [mk_closlist(ext)]⟩ (PLetRec)

⟨𝐾, 𝑣⟩ −→ ⟨𝐾, <𝑣>⟩ (PValue)

⟨id(𝑣1, . . ., 𝑣𝑛,□) :: 𝐾,□⟩ −→ ⟨𝐾, eval(𝑖𝑑, 𝑣1, . . ., 𝑣𝑛)⟩ (if id ≠ map) (PParams□)

⟨id(𝑣1, . . ., 𝑣𝑛−1,□) :: 𝐾, <𝑣𝑛>⟩ −→ ⟨𝐾, eval(𝑖𝑑, 𝑣1, . . ., 𝑣𝑛)⟩ (PParams)

⟨[□|𝑣2] :: 𝐾, <𝑣1>⟩ −→ ⟨𝐾, <[𝑣1 |𝑣2]>⟩ (PCons)

⟨case vs of ps when □→ 𝑒𝑏 ; cl2; . . . ; cl𝑛 end :: 𝐾, <’true’>⟩ −→ ⟨𝐾, 𝑒𝑏⟩ (PCaseTrue)

⟨let <𝑥1, . . ., 𝑥𝑛> = □ in 𝑒2 :: 𝐾, <𝑣1, . . ., 𝑣𝑛>⟩ −→ ⟨𝐾, 𝑒2 [𝑥1 ↦→ 𝑣1, . . ., 𝑥𝑛 ↦→ 𝑣𝑛]⟩ (PLet)

⟨do □ 𝑒2 :: 𝐾, <𝑣1>⟩ −→ ⟨𝐾, 𝑒2⟩ (PSeq)

Figure 7: Frame stack semantics rules (group 3)

⟨case □ of ∅ end :: 𝐾, vs⟩ −→ ⟨𝐾, {error, if_clause, {}}𝑋 ⟩ (ExcCase)

⟨𝐾, try 𝑒1 of <𝑥1, . . ., 𝑥𝑛> → 𝑒2 catch <𝑥𝑘+1, . . ., 𝑥𝑘+𝑛> → 𝑒3⟩ −→ ⟨try □ of <𝑥1, . . ., 𝑥𝑛> → 𝑒2 catch <𝑥𝑘+1, . . ., 𝑥𝑘+𝑛> → 𝑒3 :: 𝐾, 𝑒1⟩
(STry)

⟨try □ of <𝑥1, . . ., 𝑥𝑛> → 𝑒2 catch <𝑥𝑘+1, . . ., 𝑥𝑘+𝑛> → 𝑒3 :: 𝐾, <𝑣1, . . ., 𝑣𝑛>⟩ −→ ⟨𝐾, 𝑒2 [𝑥1 ↦→ 𝑣1, . . ., 𝑥𝑛 ↦→ 𝑣𝑛]⟩ (PTry)

⟨try □ of <𝑥1, . . ., 𝑥𝑛> → 𝑒2 catch <𝑥𝑘+1, . . ., 𝑥𝑘+3> → 𝑒3 :: 𝐾, {𝑐, 𝑣𝑟 , 𝑣𝑑 }𝑋 ⟩ −→ ⟨𝐾, 𝑒3 [𝑥𝑘+1 ↦→ 𝑐, 𝑥𝑘+2 ↦→ 𝑣𝑟 , 𝑥𝑘+3 ↦→ 𝑣𝑑 ]⟩ (ExcTry)

⟨𝐹 :: 𝐾, {𝑐, 𝑣𝑟 , 𝑣𝑑 }𝑋 ⟩ −→ ⟨𝐾, {𝑐, 𝑣𝑟 , 𝑣𝑑 }𝑋 ⟩ (if F ≠ try □ of <𝑥1, . . ., 𝑥𝑛> → 𝑒2 catch <𝑥𝑘+1, . . ., 𝑥𝑘+𝑛> → 𝑒3) (ExcProp)

Figure 8: Frame stack semantics rules (group 4)

• PParams handles parameter lists. If all of the expressions

have been evaluated to values, then based on the frame iden-

tifier the next redex is constructed with eval(id, 𝑣1, . . ., 𝑣𝑛).
Note that if the frame identifier was map, then 𝑛 is required

to be an even number (i.e., there is an odd number of sub-

values in the top frame, and the last value is in the second

configuration cell).

• PCaseTrue is used when the guard expression of the clause

is evaluated to ’true’. The next redex is the body expression
of the same clause. Note that the bindings obtained from

the successful pattern matching are already substituted by

SCaseSuccess.

Finally, we explain the rules for exception creation, handling and

propagation (Figure 8):

• ExcCase is used when none of the clauses of a case expres-

sion matched, or all of the guards of the matching clauses

evaluated to ’false’. In these cases an exception is raised.

Note that this is not the only option to raise exceptions:

exceptions can be the result of computing eval(id, 𝑣1, . . ., 𝑣𝑛).
• STry extracts the first redex from a try expression for eval-

uation. (This rule could also belong to group 1.)

• PTry is usedwhen the first subexpression of a try expression
evaluated to a value sequence. In this case (if the number

of variables are correct) the execution continues with the

expression of the first clause substituted with the resulting

variable-value bindings.

• ExcTry is used when the first subexpression of a try expres-
sion evaluated to an exception. In this case, three variables

are bound to the parts of the exceptions in the expression

of the catch clause, and the evaluation continues with this

redex.

• ExcProp describes exception propagation. If the first frame

is not an exception handler, it is removed from the stack.

The evaluation relation. Now we can define the step-indexed,

reflexive, transitive closure of the reductions as usual (denoted with

⟨𝐾, 𝑟 ⟩ −→𝑛 ⟨𝐾 ′, 𝑟 ′⟩ when the number of reduction steps is relevant,

⟨𝐾, 𝑟 ⟩ −→∗ ⟨𝐾 ′, 𝑟 ′⟩ when it is not).

3.5 Examples
Next, we show two examples on using the frame stack semantics.

Simple example. The first example involves a simple expression

which demonstrates the use of the frame stack semantics’ novel

features:

try {1, call 'erlang ':'div'(1,0)} of
<X> -> X

catch <C, R, V> -> R

For readability, we denote call ’erlang’:’div’(1,0) with

div and the frame try □ of <X> → X catch <C, R, V> → R for
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the try expression with 𝑓𝑡𝑟𝑦 . The first two reductions (with rules

of group 1) deconstruct the expression in the configuration into

frames. For tuple evaluation, parameter list frames are used. The

next reduction is done by SParams□ to extract the first expression

of the tuple, which is reduced to itself inside a singleton value

sequence in the next step (PValue), then the next parameter is

extracted (SParams).

⟨𝜀, try {1, div} of <X> → X catch <C, R, V> → R⟩ −→
⟨𝑓𝑡𝑟𝑦 :: 𝜀, {1, div}⟩ −→
⟨tuple(□, 1, div) :: 𝑓𝑡𝑟𝑦 :: 𝜀,□⟩ −→
⟨tuple(□, div) :: 𝑓𝑡𝑟𝑦 :: 𝜀, 1⟩ −→
⟨tuple(□, div) :: 𝑓𝑡𝑟𝑦 :: 𝜀, <1>⟩ −→
⟨tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, div⟩

In the next steps, the evaluation of the BIF ’div’ is explained. In
the first steps, SCallMod and SCallFun are used to extract the

module and name expressions of the inter-module call, which are

reduced with PValue. Next, a parameter list frame is created for the

evaluation of the call’s parameter list (SCallParam), which is eval-

uated similarly to the previous evaluation of the tuple’s parameter

list.

⟨tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, div⟩ −→
⟨call □:’div’(1, 0) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, ’erlang’⟩ −→
⟨call □:’div’(1, 0) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, <’erlang’>⟩ −→
⟨call ’erlang’:□(1, 0) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, ’div’⟩ −→
⟨call ’erlang’:□(1, 0) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, <’div’>⟩ −→
⟨call(’erlang’, ’div’) (□, 1, 0) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀,□⟩ −→
⟨call(’erlang’, ’div’) (□, 0) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, 1⟩ −→
⟨call(’erlang’, ’div’) (□, 0) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, <1>⟩ −→
⟨call(’erlang’, ’div’) (1,□) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, 0⟩ −→
⟨call(’erlang’, ’div’) (1,□) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, <0>⟩

Next, the result of the BIF is simulated (PParams), which is an ex-

ception of the ’error’ class, ’badarith’ reason, some additional

details 𝑣 which are irrelevant to this example. Since the parame-

ter list frame is not an exception handler, it is removed from the

stack (ExcProp). Finally, the try frame (𝑓𝑡𝑟𝑦 ) handles the exception

(ExcTry) and the result is the reason of the exception.

⟨call(’erlang’, ’div’) (1,□) :: tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, <0>⟩ −→

⟨tuple(1,□) :: 𝑓𝑡𝑟𝑦 :: 𝜀, {’error’, ’badarith’, 𝑣}𝑋 ⟩ −→

⟨𝑓𝑡𝑟𝑦 :: 𝜀, {’error’, ’badarith’, 𝑣}𝑋 ⟩ −→
⟨𝜀, ’badarith’⟩ −→
⟨𝜀, <’badarith’>⟩

Running example. The second example shows the evaluation of

our running example. We recall the expression from Figure 2 in

Figure 9, and replace the metavariables (𝑓 , 𝑥, 𝑒1, 𝑒2) with concrete

values (’f’, L, 1, 2, respectively).
We note that the semantics requires the catch clauses to bind

three variables (which was based on the language specification [9]),

while the compiler also works with only two, thus in the Coq

'f'/1 = fun (_0) ->
case _0 of

<L> when try let <_1> = call 'erlang ':'length '(L)

in call 'erlang ':'=='(_1, 0)

of <Try > -> Try

catch <T,R> -> 'false '

-> 1

<_3> when 'true' -> 2

<_2> when 'true' ->
primop 'match_fail '({'function_clause ',_2})

end

Figure 9: Running example from Figure 2 with substituted
metavariables

formalisation, we have introduced a third variable to the catch
clause above, which has never been used.

We denote the clauses of the case subexpression with cl1, cl2, cl3,
the try subexpression with try, and the let subexpression with let.
Suppose that we apply this function to a value 𝑣 . In the first three

steps the singleton value 𝑣 is evaluated from the head of the case
expression. This involves transforming 𝑣 into a singleton value

sequence in the second step. In the next steps, rules from group

1 are used to deconstruct the complex expression until the call
expression is reached.

⟨𝜀, case 𝑣 of cl1; cl2; cl3 end⟩ −→
⟨case □ of cl1; cl2; cl3 end :: 𝜀, 𝑣⟩ −→
⟨case □ of cl1; cl2; cl3 end :: 𝜀, <𝑣>⟩ −→
⟨case <𝑣> of <L> when □→ 1; cl2; cl3 end :: 𝜀, try⟩ −→
⟨try □ of <Try> → Try catch <T, R> → ’false’ ::

case <𝑣> of <L> when □→ 1; cl2; cl3 end :: 𝜀, let⟩ −→
⟨let <_1> = □ in call ’erlang’:’==’(_1, 0) ::

try □ of <Try> → Try catch <T, R> → ’false’ ::

case <𝑣> of <L> when □→ 1; cl2; cl3 end :: 𝜀,

call ’erlang’:’length’(𝑣)⟩
For readability, we show the evaluation of this call expression

separately, and denote the current stack with 𝐾 . Note that at this

point the variable L has already been replaced by 𝑣 . First, the module

and then the function expression is turned into a singleton value

sequence and put back into the frame stack (we merged these steps

below). Then, the parameters are evaluated using a parameter list

frame. In this case, there is one parameter, thus first SParams□ is

used, then 𝑣 is reduced to a singleton value sequence, and finally,

the use of PParams concludes these reduction steps.

⟨𝐾, call ’erlang’:’length’(𝑣)⟩ −→∗

⟨call □:’length’(𝑣) :: 𝐾, ’erlang’⟩ −→∗

⟨call ’erlang’:□(𝑣) :: 𝐾, ’length’⟩ −→∗

⟨call(’erlang’, ’length’) (□, 𝑣) :: 𝐾,□⟩ −→
⟨call(’erlang’, ’length’) (□) :: 𝐾, 𝑣⟩ −→
⟨call(’erlang’, ’length’) (□) :: 𝐾, <𝑣>⟩ −→
⟨𝐾, eval(call(’erlang’, ’length’), 𝑣)⟩ (Result)

At this point, the result depends on the value 𝑣 . First, let us suppose

that 𝑣 = [], and proceed with the evaluation. In this case, the
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result of calling ’length’ is 0. Let us denote the current frame

stack without the first let frame with 𝐾1, and the stack we get

by removing the try frame from 𝐾1 with 𝐾2. The next step is to

evaluate the equality check (’==’) expression inside let, which is

done analogously to calling length above. The result is ’true’,
which is not an exception, thus it is propagated through the try
expression. This means that the guard is true of the case expression,
thus PCaseTrue is used followed by reducing 1 into a singleton

value sequence.

⟨let <_1> = □ in call ’erlang’:’==’(_1, 0) :: 𝐾1, <0>⟩ −→
⟨𝐾1, call ’erlang’:’==’(0, 0)⟩ −→∗

⟨try □ of <Try> → Try

catch <T, R> → ’false’ :: 𝐾2, <’true’>⟩ −→∗

⟨case <[]> of <L> when □→ 1; cl2; cl3 end :: 𝜀, <’true’>⟩ −→∗

⟨𝜀, <1>⟩
Next, we discuss the evaluation for another value. Suppose that

𝑣 = 0 when the evaluation reached the point in equation Result. In

this case, the result of calling ’length’ is a bad argument exception

(we denote it with badarg). In this case, the next reduction with

ExcProp removes the frame for let, then the exception is handled

by the frame for try with ExcTry. The expression in the catch
clause is ’false’, thus the next clause of the case expression is

checked (SCaseFalse). In this clause both the pattern matching

succeeds, and the guard evaluates to ’true’, thus the final result
is <2> in this case.

⟨let <_1> = □ in call ’erlang’:’==’(_1, 0) :: 𝐾1, badarg⟩ −→
⟨try □ of <Try> → Try

catch <T, R> → ’false’ :: 𝐾2, badarg⟩ −→
⟨case <0> of <L> when □→ 1; cl2; cl3 end :: 𝜀, ’false’⟩ −→
⟨case <0> of <L> when □→ 1; cl2; cl3 end :: 𝜀, <’false’>⟩ −→
⟨case □ of <_3> when ’true’ → 2; cl3 end :: 𝜀, 0⟩ −→∗

⟨case <0> of <_3> when □→ 2; cl3 end :: 𝜀, ’true’⟩ −→∗

⟨𝜀, <2>⟩
For more details and examples, we refer to the formalisation [32].

3.6 Semantic Properties
According to [18, 28] (and Theorem 4.13) it is sufficient to reason

about termination for programs to be equivalent, thus next we

define termination. A redex terminates in frame stack 𝐾 if it can be

evaluated either to a value sequence or exception.

Definition 3.1 (Termination).

⟨𝐾, 𝑟 ⟩ ⇓𝑛 := ∃res : ⟨𝐾, 𝑟 ⟩ −→𝑛 ⟨𝜀, res⟩
⟨𝐾, 𝑟 ⟩ ⇓ := ∃𝑛 : ⟨𝐾, 𝑟 ⟩ ⇓𝑛

We note that in the Coq implementation termination is expressed

as an inductive definition which is equivalent to the previous defi-

nition, because the inductive definition is simpler to use.

Finally, we highlight some properties of the semantics which

were heavily used in the proofs on program equivalence. The first

property expresses that adding frames to the bottom of the stack

(denoted with ++) does not affect the behaviour.

Theorem 3.2 (Extend frame stack). For all frame stacks 𝐾1,
𝐾2, 𝐾 ′, redexes 𝑟1, 𝑟2, and step counters 𝑛, if ⟨𝐾1, 𝑟1⟩ −→𝑛 ⟨𝐾2, 𝑟2⟩,
then ⟨𝐾1 ++ 𝐾 ′, 𝑟1⟩ −→𝑛 ⟨𝐾2 ++ 𝐾 ′, 𝑟2⟩.

The next property expresses that whenever a redex terminates

in a frame stack, the redex can be evaluated to a value sequence or

exception in the empty frame stack.

Theorem 3.3 (Termination and reductions). For all frame
stacks 𝐾 , redexes 𝑟 , and step counters 𝑛, if ⟨𝐾, 𝑟 ⟩ ⇓𝑛 then ∃res, 𝑘 ≤
𝑛 : ⟨𝜀, 𝑟 ⟩ −→𝑘 ⟨𝜀, res⟩.

The next two properties show that the frame stack can be merged

into the evaluable expression. We use 𝐹 [𝑒] to substitute an expres-

sion 𝑒 into the □ of frame 𝐹 . While this operation is a syntactical

replacement for most frames, there is one exception:

case vs of ps when □→ 𝑒𝑏 ; cl2; . . . ; cl𝑛 end

If this frame is on the top of the stack, the semantics has already

substituted the pattern variables of ps, thus these variables should
not be substituted again in the expression that replaces □ (neither

in 𝑒𝑏 ). Thus for this case we define the substitution in the following

way:

(case vs of ps when □→ 𝑒𝑏 ; cl2; . . . ; cl𝑛 end) [𝑒𝑔] :=
case <> of

<> when 𝑒𝑔 → 𝑒𝑏 ;

<> when ’true’ → case vs of cl2; . . . ; cl𝑛 end

end

With this definition, we highlight the following two properties of

the frame stack.

Theorem 3.4 (Remove frame). For all closed frames 𝐹 , closed
expressions 𝑒 , and all frame stacks 𝐾 , if ⟨𝐹 :: 𝐾, 𝑒⟩ ⇓ then ⟨𝐾, 𝐹 [𝑒]⟩ ⇓.

The next theorem is the converse of the previous one, allowing

a context frame to be pushed to the stack.

Theorem 3.5 (Add frame). For all closed frames 𝐹 , closed expres-
sions 𝑒 , and all frame stacks 𝐾 , if ⟨𝐾, 𝐹 [𝑒]⟩ ⇓ then ⟨𝐹 :: 𝐾, 𝑒⟩ ⇓.

4 PROGRAM EQUIVALENCE
In this section, we show three concepts of program equivalence

we investigated and formalised based on our previous [18] and

related [36] work; program equivalence based on logical relations,

CIU equivalence, and contextual equivalence, and show that these

definitions coincide.

We express the correctness property of refactorings with con-

textual equivalence, but proving it for concrete expression pairs

is a challenge (induction on the syntactical contexts is required in

most cases). To prove equivalence of expressions, CIU equivalence

is the most suitable, while for proving general properties of the

equivalence relations, the logical relation-based approach is the

most flexible.

4.1 Program Equivalence Based on Logical
Relations

First, we define program equivalence with logical relations based on

the techniques of Pitts [27, 28]. Since Core Erlang is a dynamically



A Frame Stack Semantics for Sequential Core Erlang IFL 2023, August 29–31, 2023, Braga, Portugal

typed language, we cannot rely on types (a typing judgement) to

express the mutual definitions, so we formalise the relations using

step-indexing [3] (following the approach of Wand et al. [36]). We

start by defining the relations for closed expressions, values, frame

stacks, and exceptions.

Definition 4.1 (Logical relations for closed expressions, values, ex-
ceptions and frame stacks). The following definitions are given

simultaneously. First, we define the logical relation for expressions.

We denote the set of related expressions with E𝑛 , where 𝑛 is a step

counter. Two expressions are related, when the first one terminates

in at most 𝑛 steps in a frame stack, the second also terminates (in

any number of steps) in all frame stacks that are related to the stack

in the first termination.

Note that this first definition is not (yet) about redexes, only

about expressions. This decision is motivated by the definition of

(syntactical) contextual equivalence (Definition 4.15) which coin-

cides with the following definition.

(𝑒1, 𝑒2) ∈ E𝑛
def

= (∀𝑚 ≤ 𝑛, 𝐾1, 𝐾2 : (𝐾1, 𝐾2) ∈ K𝑚 =⇒
⟨𝐾1, 𝑒1⟩ ⇓𝑚 =⇒ ⟨𝐾2, 𝑒2⟩ ⇓)

We denote the set of related frame stacks with K𝑛 , where 𝑛 is a step

counter. Two stacks are related whenever the first one terminates in

at most 𝑛 steps in a configuration with a value sequence, exception,

or □, then the second stack also terminates (in any number of steps)

in all configurations which contain value sequence, exception, or □
that are related to the value sequence, exception, or □ in the other

configuration.

(𝐾1, 𝐾2) ∈ K𝑛
def

=

(∀𝑚 ≤ 𝑛, 𝑣1, 𝑣 ′1, . . . , 𝑣𝑙 , 𝑣
′
𝑙
: (𝑣1, 𝑣 ′1), . . . , (𝑣𝑙 , 𝑣

′
𝑙
) ∈ V𝑚 =⇒

⟨𝐾1, <𝑣1, . . . , 𝑣𝑙>⟩ ⇓𝑚 =⇒ ⟨𝐾2, <𝑣 ′1, . . . , 𝑣
′
𝑙
>⟩ ⇓)∧

(∀𝑚 ≤ 𝑛, exc1, exc2 : (exc1, exc2) ∈ X𝑚 =⇒
⟨𝐾1, exc1⟩ ⇓𝑚 =⇒ ⟨𝐾2, exc2⟩ ⇓)∧

(∀𝑚 ≤ 𝑛 : ⟨𝐾1,□⟩ ⇓𝑚 =⇒ ⟨𝐾2,□⟩ ⇓)

Next, we define the concept of related values (their set is denoted

with V𝑛 , where 𝑛 is a step counter). This relation defines the base

cases of the mutual definitions. Two atoms, integers are related

when they are equal. Two empty lists are always related, while

non-empty value lists are related when their subvalues are related.

Similarly, tuples andmaps are relatedwhen they are related element-

wise. Two closures are related, if their bodies—substituted with their

recursive function definitions (ext, ext’) and pairwise-related actual

parameters—are related expressions. In this case, we do not require

the recursive definitions to be related, only the termination of the

body expression matters. We also highlight the < relation on the

step counters in this relation to ensure well-founded recursion.

(𝑖1, 𝑖2) ∈ V𝑛
def

= 𝑖1 = 𝑖2 (𝑎1, 𝑎2) ∈ V𝑛
def

= 𝑎1 = 𝑎2

( [], []) ∈ V𝑛
def

= true

( [𝑣1 |𝑣2], [𝑣 ′1 |𝑣
′
2
]) ∈ V𝑛

def

= (𝑣1, 𝑣 ′1), (𝑣2, 𝑣
′
2
) ∈ V𝑛

({𝑣1, . . . , 𝑣𝑙 }, {𝑣 ′1, . . . , 𝑣
′
𝑙
}) ∈ V𝑛

def

= (𝑣1, 𝑣 ′1), . . . , (𝑣𝑙 , 𝑣
′
𝑙
) ∈ V𝑛

(∼{𝑣𝑘
1
⇒ 𝑣𝑣

1
, . . . , 𝑣𝑘

𝑙
⇒ 𝑣𝑣

𝑙
}∼,∼{𝑣𝑘

′
1

⇒ 𝑣𝑣
′

1
, . . . , 𝑣𝑘

′

𝑙
⇒ 𝑣𝑣

′

𝑙
}∼) ∈ V𝑛

def

= (𝑣𝑘
1
, 𝑣𝑘

′
1
), (𝑣𝑣

1
, 𝑣𝑣

′
1
), . . . , (𝑣𝑘

𝑙
, 𝑣𝑘

′

𝑙
), (𝑣𝑣

𝑙
, 𝑣𝑣

′

𝑙
) ∈ V𝑛

(clos(𝑒𝑥𝑡, [𝑥1, . . . , 𝑥𝑙 ], 𝑒), clos(𝑒𝑥𝑡 ′, [𝑥1, . . . , 𝑥𝑙 ], 𝑒′)) ∈ V𝑛
def

=

(∀𝑚 < 𝑛 : ∀𝑣1, 𝑣 ′1, . . . , 𝑣𝑙 , 𝑣
′
𝑙
: (𝑣1, 𝑣 ′1), . . . , (𝑣𝑙 , 𝑣

′
𝑙
) ∈ V𝑚 =⇒

(𝑒 [mk_closlist(ext), 𝑥1 ↦→ 𝑣1, . . . , 𝑥𝑙 ↦→ 𝑣𝑙 ],
𝑒′ [mk_closlist(ext′), 𝑥1 ↦→ 𝑣 ′

1
, . . . , 𝑥𝑙 ↦→ 𝑣 ′

𝑙
]) ∈ E𝑚)

Finally, we define the logical relation for exceptions (denoted with

X𝑛 , where 𝑛 is a step counter). Two exceptions are related, when

their three subvalues are pairwise related (note that the exception

classes are always atoms, thus they are related if they are equal).

({𝑐, 𝑣𝑟 , 𝑣𝑑 }𝑋 , {𝑐′, 𝑣𝑟
′
, 𝑣𝑑

′
}𝑋 ) ∈ X𝑛

def

=

𝑐 = 𝑐′ ∧ (𝑣𝑟 , 𝑣𝑟
′
) ∈ V𝑛 ∧ (𝑣𝑑 , 𝑣𝑑

′
) ∈ V𝑛

Next, we also define logical relations for redexes (i.e., not only

for expressions but also for values, exceptions and holes). This con-

cept (generalised to open redexes) coincides with CIU equivalence

(Theorem 4.11).

Definition 4.2 (Logical relation for redexes).

(𝑟1, 𝑟2) ∈ R𝑛
def

= (∀𝑚 ≤ 𝑛, 𝐾1, 𝐾2 : (𝐾1, 𝐾2) ∈ K𝑚 =⇒
⟨𝐾1, 𝑟1⟩ ⇓𝑚 =⇒ ⟨𝐾2, 𝑟2⟩ ⇓)

Similarly to the related work, relations with higher indices can

distinguish more expressions, frame stacks, values, exceptions, and

redexes.

Theorem 4.3 (Monotonicity of the logical relations). For
all step counters 𝑛,𝑚, if𝑚 ≤ 𝑛, then 𝑅𝑛 ⊆ 𝑅𝑚 for 𝑅 ∈ {E,K,V,X,R}.

Next, we generalise the relations for closed elements of the syn-

tax to open elements too. For this, first we define related substitu-

tions.

Definition 4.4 (Logical relations with closing substitutions). We

denote the set of related substitutions with GΓ𝑛 , where 𝑛 is the usual

step counter, and Γ is the set of free variables that are substituted

with closed values by the substitutions.

(𝜎1, 𝜎2) ∈ GΓ𝑛
def

= Γ ⊢ 𝜎1 ⊸ ∅ ∧ Γ ⊢ 𝜎2 ⊸ ∅ ∧
(∀𝑥 ∈ Γ : (𝜎1 (𝑥), 𝜎2 (𝑥)) ∈ V𝑛)

With the concept of related closing substitutions, we can define the

logical relations for open expressions, values, exceptions, redexes.

(𝑣1, 𝑣2) ∈ VΓ
def

=

(∀𝑛, 𝜎1, 𝜎2 : (𝜎1, 𝜎2) ∈ GΓ𝑛 ⇒ (𝑣1 [𝜎1], 𝑣2 [𝜎2]) ∈ V𝑛)

(𝑒1, 𝑒2) ∈ EΓ
def

=

(∀𝑛, 𝜎1, 𝜎2 : (𝜎1, 𝜎2) ∈ GΓ𝑛 =⇒ (𝑒1 [𝜎1], 𝑒2 [𝜎2]) ∈ E𝑛)

(exc1, exc2) ∈ XΓ
def

=

(∀𝑛, 𝜎1, 𝜎2 : (𝜎1, 𝜎2) ∈ GΓ𝑛 =⇒ (exc1 [𝜎1], exc2 [𝜎2]) ∈ X𝑛)

(𝑟1, 𝑟2) ∈ RΓ
def

=

(∀𝑛, 𝜎1, 𝜎2 : (𝜎1, 𝜎2) ∈ GΓ𝑛 =⇒ (𝑟1 [𝜎1], 𝑟2 [𝜎2]) ∈ R𝑛)
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𝑥 ∈ Γ

(𝑥, 𝑥) ∈ VΓ
𝑓 /𝑘 ∈ Γ

(𝑓 /𝑘, 𝑓 /𝑘) ∈ VΓ (𝑎, 𝑎) ∈ VΓ (𝑖, 𝑖) ∈ VΓ ( [], []) ∈ VΓ
(𝑣1, 𝑣 ′

1
), . . ., (𝑣𝑛, 𝑣 ′𝑛) ∈ VΓ

(<𝑣1, . . ., 𝑣𝑛>, <𝑣 ′
1
, . . ., 𝑣 ′𝑛>) ∈ RΓ

(𝑒1, 𝑒2) ∈ EΓ∪{𝑥1, . . . ,𝑥𝑛 }

(fun(𝑥1, . . ., 𝑥𝑛) → 𝑒, fun(𝑥1, . . ., 𝑥𝑛) → 𝑒2) ∈ EΓ
(𝑒1, 𝑒′

1
) ∈ 𝑋 Γ (𝑒2, 𝑒′

2
) ∈ 𝑋 Γ 𝑋 ∈ {E,V}

([𝑒1 |𝑒2], [𝑒′
1
|𝑒′
2
]) ∈ EΓ

(𝑒, 𝑒′), (𝑒1, 𝑒′
1
), . . ., (𝑒𝑛, 𝑒′𝑛) ∈ EΓ

(apply 𝑒 (𝑒1, . . ., 𝑒𝑛), apply 𝑒′ (𝑒′
1
, . . ., 𝑒′𝑛)) ∈ EΓ

(𝑒𝑚, 𝑒𝑚′ ), (𝑒 𝑓 , 𝑒 𝑓 ′ ), (𝑒1, 𝑒′
1
), . . ., (𝑒𝑛, 𝑒′𝑛) ∈ EΓ

(call 𝑒𝑚 :𝑒 𝑓 (𝑒1, . . ., 𝑒𝑛), call 𝑒𝑚
′
:𝑒 𝑓

′ (𝑒′
1
, . . ., 𝑒′𝑛)) ∈ EΓ

(𝑒𝑘
1
, 𝑒𝑘

′
1
), (𝑒𝑣

1
, 𝑒𝑣

′
1
), . . ., (𝑒𝑘𝑛 , 𝑒𝑘

′
𝑛 ), (𝑒𝑣𝑛, 𝑒𝑣

′
𝑛 ) ∈ 𝑋 Γ 𝑋 ∈ {E,V}

(∼{𝑒𝑘
1
⇒ 𝑒𝑣

1
, . . ., 𝑒𝑘𝑛 ⇒ 𝑒𝑣𝑛}∼,∼{𝑒𝑘

′
1

⇒ 𝑒𝑣
′

1
, . . ., 𝑒𝑘

′
𝑛 ⇒ 𝑒𝑣

′
𝑛 }∼) ∈ 𝑋 Γ

(𝑒1, 𝑒′
1
), . . ., (𝑒𝑛, 𝑒′𝑛) ∈ 𝑋 Γ 𝑋 ∈ {E,V}

({𝑒1, . . ., 𝑒𝑛}, {𝑒′
1
, . . ., 𝑒′𝑛}) ∈ 𝑋 Γ

(𝑒1, 𝑒′
1
), . . ., (𝑒𝑛, 𝑒′𝑛) ∈ EΓ 𝑎 = 𝑎′

(primop 𝑎(𝑒1, . . ., 𝑒𝑛), primop 𝑎′ (𝑒′
1
, . . ., 𝑒′𝑛)) ∈ EΓ

(𝑒, 𝑒′) ∈ EΓ∪names_of(𝑒𝑥𝑡 ) equiv_ext(Γ, ext, ext′)

(letrec ext in 𝑒, letrec ext′ in 𝑒′) ∈ EΓ

(𝑒1, 𝑒′
1
), . . ., (𝑒𝑛, 𝑒′𝑛) ∈ EΓ

(<𝑒1, . . ., 𝑒𝑛>, <𝑒′
1
, . . ., 𝑒′𝑛>) ∈ EΓ

(𝑒1, 𝑒′
1
) ∈ EΓ (𝑒2, 𝑒′

2
) ∈ EΓ∪{𝑥1, . . . ,𝑥𝑛 }

(let <𝑥1, . . ., 𝑥𝑛> = 𝑒1 in 𝑒2, let <𝑥1, . . ., 𝑥𝑛> = 𝑒′
1
in 𝑒′

2
) ∈ EΓ

(𝑒1, 𝑒′
1
) ∈ EΓ (𝑒2, 𝑒′

2
) ∈ EΓ

(do 𝑒1 𝑒2, do 𝑒′
1
𝑒′
2
) ∈ EΓ

(𝑒, 𝑒′) ∈ EΓ ∀𝑖 ≤ 𝑛 : (𝑒𝑔
𝑖
, 𝑒
𝑔′

𝑖
), (𝑒𝑏

𝑖
, 𝑒𝑏

′
𝑖
) ∈ EΓ∪vars(ps𝑖 )

(case 𝑒 of ps
1
when 𝑒

𝑔

1
→ 𝑒𝑏

1
; . . . ; ps𝑛 when 𝑒

𝑔
𝑛 → 𝑒𝑏𝑛 end, case 𝑒′ of ps

1
when 𝑒

𝑔′

1
→ 𝑒𝑏

′
1
; . . . ; ps𝑛 when 𝑒

𝑔′
𝑛 → 𝑒𝑏

′
𝑛 end) ∈ EΓ

(𝑒1, 𝑒′
1
) ∈ EΓ (𝑒2, 𝑒′

2
) ∈ EΓ∪{𝑥1, . . . ,𝑥𝑘 } (𝑒3, 𝑒′

3
) ∈ EΓ∪{𝑥𝑘+1, . . . ,𝑥𝑘+𝑛 }

(try 𝑒1 of <𝑥1, . . ., 𝑥𝑘> → 𝑒2 catch <𝑥𝑘+1, . . ., 𝑥𝑘+𝑛> → 𝑒3, try 𝑒
′
1
of <𝑥1, . . ., 𝑥𝑘> → 𝑒′

2
catch <𝑥𝑘+1, . . ., 𝑥𝑘+𝑛> → 𝑒′

3
) ∈ EΓ

(𝑒, 𝑒′) ∈ EΓ∪names_of(𝑒𝑥𝑡 )∪{𝑥1, . . . ,𝑥𝑛 } equiv_ext(Γ, ext, ext′)

(clos(ext, [𝑥1, . . ., 𝑥𝑛], 𝑒), clos(ext′, [𝑥1, . . ., 𝑥𝑛], 𝑒′)) ∈ VΓ
(𝑣, 𝑣 ′) ∈ VΓ

(𝑣, 𝑣 ′) ∈ EΓ
(𝑣𝑟 , 𝑣𝑟 ′ ) ∈ VΓ (𝑣𝑑 , 𝑣𝑑 ′ ) ∈ VΓ

({𝑐, 𝑣𝑟 , 𝑣𝑑 }𝑋 , {𝑐, 𝑣𝑟 ′ , 𝑣𝑑 ′ }𝑋 ) ∈ RΓ
(𝑒, 𝑒′) ∈ RΓ

(𝑒, 𝑒′) ∈ EΓ
(𝑒, 𝑒′) ∈ EΓ

(𝑒, 𝑒′) ∈ RΓ

Figure 10: Compatibility properties

Next, we show the most important properties of the logical

relations [11, 29, 36]. The first one is the compatibility property,

which is a form of congruence. For readability, we introduce the

following definition.

Definition 4.5 (Equivalence of function collections). Two function

collections (ext and ext′) are related, if they bind the same names,

and they are related element-wise. Function definitions (denoted

with 𝑓 /𝑘 = fun(𝑥1, . . . , 𝑥𝑛) → 𝑒 and 𝑓 /𝑘 = fun(𝑥1, . . . , 𝑥𝑛) →
𝑒′) of the collections ext and ext′ are related, if their bodies are

related expressions, i.e. (𝑒, 𝑒′) ∈ EΓ∪names_of(ext)∪{𝑥1,...,𝑥𝑛 }
. We use

equiv_ext(Γ, ext, ext′) to denote this property.

Theorem 4.6 (Expression Compatibility). The logical relations
satisfy the syntactical compatibility properties listed in Figure 10.

The compatibility theorem basically defines a way to construct

complex equivalent expressions by combining smaller equivalent

expressions. Based on the previous theorem, we can prove that the

logical relation for redexes and expressions coincide for related

expressions.

Corollary 4.7 (Eqivalence of logical relations). For all
expressions 𝑒1, 𝑒2 and scopes Γ, (𝑒1, 𝑒2) ∈ EΓ ⇐⇒ (𝑒1, 𝑒2) ∈ RΓ .

Another consequence of the compatibility theorem is the funda-

mental property of the relations, a form of reflexivity expressing

that any expression (and similarly, any value, exception, redex or

closing substitution) is indistinguishable from itself.

Theorem 4.8 (Fundamental property). For all scopes Γ the
following properties hold:

• For all expressions 𝑒 , if Γ ⊢ 𝑒 then (𝑒, 𝑒) ∈ EΓ ;
• For all values 𝑣 , if Γ ⊢ 𝑣 then (𝑣, 𝑣) ∈ VΓ ;
• For all exceptions exc, if Γ ⊢ exc then (exc, exc) ∈ XΓ ;
• For all redexes 𝑟 , if Γ ⊢ 𝑟 then (𝑟, 𝑟 ) ∈ RΓ ;
• For all closing substitutions 𝜎 , if Γ ⊢ 𝜎 ⊸ ∅ then for all step
counters 𝑛, (𝜎, 𝜎) ∈ GΓ𝑛 holds.

Last but not least, another important property of the logical

relations for values is that all related values should be equal by

the built-in equality of (Core) Erlang (simulated by the auxiliary

function eval(call(’erlang’, ’==’), 𝑣1, 𝑣2)) with the limitation that

two closures are always considered as equal values
2
. If this con-

sideration is not made, and only syntactically equal functions are

considered as equal (although, this still does not reflect the be-

haviour of the compiler), the converse of the following theorem

would be true.

Theorem 4.9 (Eqivalent values are eqal). For all values
𝑣1, 𝑣2, step counters𝑚,

(𝑣1, 𝑣2) ∈ V𝑚 =⇒ eval(call(’erlang’, ’==’), 𝑣1, 𝑣2) = ’true’.

2
Closure comparison is undocumented in the reference manual [1].
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4.2 CIU Equivalence
Next, we introduce CIU (“closed instances of use”) preorder and

equivalence.

Definition 4.10 (CIU preorder). Two redexes are CIU equivalent

if they both terminate or diverge when placed in arbitrary frame

stacks.

𝑟1 ≤ciu 𝑟2
def

= ∅ ⊢ 𝑟1 ∧ ∅ ⊢ 𝑟2 ∧
(∀𝐾 : ∅ ⊢ 𝐾 ∧ ⟨𝐾, 𝑟1⟩ ⇓ =⇒ ⟨𝐾, 𝑟2⟩ ⇓)

𝑟1 ≡ciu 𝑟2
def

= 𝑟1 ≤ciu 𝑟2 ∧ 𝑟2 ≤ciu 𝑟1

We extend these concepts to open redexes with closing substitu-

tions.

𝑟1 ≤Γ
ciu 𝑟2

def

= ∀𝜎 : Γ ⊢ 𝜎 ⊸ ∅ =⇒ 𝑟1 [𝜎] ≤ciu 𝑟2 [𝜎]

𝑟1 ≡Γ
ciu 𝑟2

def

= 𝑟1 ≤Γ
ciu 𝑟2 ∧ 𝑟2 ≤Γ

ciu 𝑟1

In most cases, it is simpler to prove redexes CIU equivalent,

than using logical relations or contextual equivalence, because CIU

equivalence involves reasoning with respect to a single frame stack

instead of two related ones, or one syntactical context. One of the

most important properties of CIU equivalence is that it coincides

with logical relations on redexes.

Theorem 4.11 (CIU coincides with the logical relations).

For all redexes 𝑟1, 𝑟2, and scopes Γ, 𝑟1 ≤Γ
ciu 𝑟2 if and only if (𝑟1, 𝑟2) ∈

RΓ .

Another major property of CIU equivalence is that evaluating a

redex results in an equivalent value sequence or exception.

Theorem 4.12 (Redexes are eqivalent to their results).

For all closed redexes 𝑟 , and results res, if ⟨𝜀, 𝑟 ⟩ −→∗ ⟨𝜀, res⟩, then
𝑟 ≡ciu res.

Finally, we highlight one last property which expresses the fact

that reasoning about termination of programs is sufficient for the

final results to be equivalent.

Theorem 4.13 (Termination is sufficient). For all closed values
𝑣1, 𝑣2, if 𝑣1 ≤ciu 𝑣2 then for all step indices 𝑛, (𝑣1, 𝑣2) ∈ V𝑛 .

The idea to prove this theorem is (also described in [18, 27]) that

whenever two values are not related by V, then it is possible to con-

struct an evaluation context in which one of the values terminates

while the other one diverges.

This theorem together with Theorem 4.12 and the transitivity of

the equivalence relations (Section 4.3) means that whenever two

expressions are CIU equivalent, their values will be related by the

logical relation for values, which expresses exactly what we expect

from the behaviour of equivalent values.

4.3 Contextual Equivalence
Finally, we define contextual preorder and equivalence following

the techniques of Wand et al. [36].

Definition 4.14 (Contextual preorder). We define the contextual

preorder to be the largest family of relations 𝑅Γ that satisfy the

following properties:

• Adequacy: (𝑒1, 𝑒2) ∈ 𝑅∅ =⇒ ⟨𝜀, 𝑒1⟩ ⇓ =⇒ ⟨𝜀, 𝑒2⟩ ⇓.

• Reflexivity: (𝑒, 𝑒) ∈ 𝑅Γ .
• Transitivity: (𝑒1, 𝑒2) ∈ 𝑅Γ ∧ (𝑒2, 𝑒3) ∈ 𝑅Γ =⇒ (𝑒1, 𝑒3) ∈ 𝑅Γ .
• Compatibility: 𝑅Γ satisfies the compatibility rules for every

expression from Figure 10 (these are the rules that involve E
both in the premises and conclusion).

This definition is equivalent to the usual, syntax-based defini-

tion of contextual equivalence. We denote syntactical expression

contexts with 𝐶 (where one of the subexpressions is replaced by

a unique variable □), and use 𝐶 [𝑒] to denote the substitution of □
with expression 𝑒 in context 𝐶 .

Definition 4.15 (Syntax-based contextual preorder and equivalence).

𝑒1 ≤Γ
ctx 𝑒2

def

= Γ ⊢ 𝑒1 ∧ Γ ⊢ 𝑒2 ∧ (∀(𝐶 : Context) :
∅ ⊢ 𝐶 [𝑒1] ∧ ∅ ⊢ 𝐶 [𝑒2] =⇒ ⟨𝜀,𝐶 [𝑒1]⟩ ⇓ =⇒ ⟨𝜀,𝐶 [𝑒2]⟩ ⇓)

𝑒1 ≡Γ
ctx 𝑒2

def

= 𝑒1 ≤Γ
ctx 𝑒2 ∧ 𝑒2 ≤Γ

ctx 𝑒1

The concepts above are all defined only for expressions, and not

redexes. The reason for this is only expressions are syntactically

valid Core Erlang expressions. There is no way to include an ex-

ception as a syntactical subexpression, because it is a semantical

concept.

On the one hand, the previous definition of contextual equiv-

alence expresses the correctness property of refactorings, that is

replacing two equivalent expressions in any syntactical context pre-

serves the behaviour, On the other hand, reasoning about contextual

equivalence naively would require induction on the structure of the

context. To tackle this issue, we proved that contextual equivalence

coincides with CIU equivalence for expressions.

Theorem 4.16 (CIU theorem). For all expressions 𝑒1, 𝑒2, and
scopes Γ, 𝑒1 ≤Γ

ctx 𝑒2 if and only if 𝑒1 ≤Γ
ciu 𝑒2.

As a consequence, we can state the following corollary on the

connections between the equivalence concepts.

Corollary 4.17 (Coincidence of eqivalences). For all ex-
pressions 𝑒1, 𝑒2, and scopes Γ, the following equivalences hold:

(𝑒1, 𝑒2) ∈ EΓ ⇐⇒ (𝑒1, 𝑒2) ∈ RΓ ⇐⇒ 𝑒1 ≤Γ
ciu 𝑒2 ⇐⇒ 𝑒1 ≤Γ

ctx 𝑒2

4.4 Refactoring Correctness
With contextual equivalence, we can express the correctness prop-

erty of refactorings. A local refactoring which replaces a subexpres-

sion 𝑒 with 𝑒′ is correct, if 𝑒 ≡Γ
ctx 𝑒

′
(supposing that 𝑒 and 𝑒′ contain

the free variables in Γ). Proving the contextual equivalence implies

that the behaviour of the entire context (i.e., a whole program) does

not change when the two equivalent expressions are replaced.

As mentioned previously, reasoning about contextual equiva-

lence is not simple in most cases, thus we prove CIU equivalence

of expressions instead, and use Theorem 4.16 to establish the con-

textual equivalence. We proved the correctness of simple Erlang

refactorings (two examples are Figure 1 and 11). We note that these

two refactorings were motivated by the work of Poór et al. [31].

Moreover, a version of the example presented in Figure 1 is actually

implemented in a refactoring tool [31].

To argue about these transformations, first we translated these

programs to Core Erlang with the standard Erlang/OTP compiler
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case 𝑒1 of true -> 𝑒2;

_ -> 𝑒3
end →

if 𝑒1 -> 𝑒2;

true -> 𝑒3
end

Figure 11: Expression refactoring example

(which we handled as trusted component for the proving process).

Next, we encoded the Core Erlang programs in the Coq formal-

isation and proved their equivalence. We based the equivalence

proofs on the termination of the expressions, that is we inspected

all possible termination paths for one and proved the termination

of the other expression, based on the properties we obtained from

the first evaluation. For this step, the inductive definition of the

frame stack termination (remark after Definition 3.1) proved to be

extremely useful as its rules are (mostly) syntax-driven and most

of them are free of side conditions.

5 DISCUSSION
All results presented here are formalised in the Coq proof man-

agement system [32]. In this section, we highlight a number of

challenges we faced during the implementation.

Syntax. Initially, we considered two other approaches to for-

malise the syntax: (1) values are completely separated from expres-

sions and (2) there are only expressions and a judgement which

determines whether an expression is a value (i.e., is in normal form).

The issue with (1) is applying substitutions requiring the substi-

tuted values to be transformed to expressions, leading to loss of

information in case of closures (the list of recursive definitions

would simply be lost). The disadvantage of (2) is that the value

judgement relation needs to be used in most of the rules of the

semantics to ensure determinism, which on the other hand leads

to more proof steps about the evaluation. However, the approach

presented in Section 3.1 does not come without drawbacks either:

using mutually inductive types in Coq leads to more complicated in-

duction principles (which had to be defined manually) and theorem

statements about the syntax.

Semantics. The main advantage of the frame stack semantics

is that most of the rules can be applied in a syntax-directed way,

which significantly simplifies proving evaluation. The notion of pa-

rameter list frames was motivated by the implementation to avoid

the duplication of frames, reduction rules, theorems for similar

language elements: tuples, maps, inter-module calls, primitive oper-

ations, and function applications. With parameter list frames, these

features can be handled in a unified way. This notion was also used

for reduction contexts by Fredlund [13].

Logical relations. We formalised logical relations with definitions

that are parametrised by the step-indexed value relation (V𝑛) in-
stead of mutually inductive types, following the footsteps of Wand

et al. [36]. This way, we also avoided the strict positivity checks of

Coq for inductive types.

Induction principles. Further interesting points in the formalisa-

tion are induction principles. We highlight the induction principle

for the logical relation on values (V𝑛). While using induction on the

logical relation, only relevant cases that contain related values need

to be proved, this means the cases for equal literal pairs, related

tuple pairs, related list pairs etc., supposing that the subvalues are

related and satisfy the induction hypothesis. This way we do not

need to derive a contradiction from premises such as (𝑖, []) ∈ V𝑛
which would be needed if we used case separation on the structure

of the related value pairs.

Further examples of program equivalence. Besides the refactor-
ings described in Section 4.4, we formalised a number of other sim-

ple expression equivalences specifically for Core Erlang (namely,

different versions of beta-reduction, list folding and mapping). For

more details, we refer to the formalisation [32].

6 RELATEDWORK
Our previous work and the result here on Core Erlang is based on

the language specification [9] and related research. The most influ-

ential ones are reversible semantics for Erlang [19, 20, 25], a frame-

work for reasoning about Erlang [13], symbolic execution [35], and

abstraction and model checking [24].

In related work, CIU equivalence [3, 8, 11, 14, 22, 23, 36] and

logical relations (either type-indexed [28, 34] or step-(and type-)

indexed [3, 11, 29, 36]) were successfully applied for a wide variety

of languages (e.g., different variants of lambda calculi, imperative

languages). Most of the relatedworks—that define CIU equivalence—

use a continuation-style semantics, similarly to our case where the

frame stack can be seen as the continuation. The novelty of our

work lies with the choice of the language, the extent of the language

elements formalised, and the machine-checked implementation.

In the related literature, there are other options to formalise

program equivalence. The most simple notion is behavioural equiv-

alence [26] which is based on syntactical equality of values. Another

approach is using bisimulations [2, 21, 27, 33] which are relations

between programs preserved by the reduction steps; however, using

coinductively defined bisimulations in Coq is challenging [12] thus

we avoided this approach for the sequential sublanguage.

7 CONCLUSION AND FUTUREWORK
In this paper, we defined a formal syntax and a frame stack seman-

tics for sequential Core Erlang. Thereafter, we presented a number

of properties of this semantics, and defined three expression equiv-

alence concepts (based on logical relations, CIU equivalence, and

contextual equivalence). We showed that these termination-based

equivalences are sufficient to ensure the final results of equivalent

programs to be behaviourally indistinguishable. Moreover, we also

showed that these three equivalence concepts coincide for (Core

Erlang) expressions.

In the short term future, we are going to extensively validate the

frame stack semantics presented here by showing its equivalence

with the validated big-step semantics in our previous work [6]. In

the longer term, we are going to combine this work with related re-

search on the concurrent subset of Core Erlang [7, 21], first focusing

on the single-node semantics.

We also plan to investigate more complex (non-local) refactor-

ings based on the semantics and equivalence concepts defined here.

We plan to base the correctness of refactoring concurrent programs

on bisimulation-based program equivalence relations, and expect

challenges in reasoning about concurrent errors (e.g., exit signals)

and process termination.
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