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Bio-inspired computing systems:
handle with care, discard if need it
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ABSTRACT
Nature has an excellent track record in solving problems, and while
biological inspired approaches draw inspiration from nature, they
should not emulate it blindly. What works for nature may not work
for computer systems - bio-inspired computing comes to the rescue.
In this position paper, we look into the problem of bio-inspired
computing from two perspectives, that of models and algorithms.
In the context of self-adaptive software systems, the challenge is to
come up with approaches that are able to generate specific solutions
on demand and during operational-time.
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1 INTRODUCTION
In order to strive, living organisms adapt and evolve. The whole
idea is quite appealing if the foresight is to perceive computer
systems as living entities, hence “self-adaptation”. However, context
may shatter any hopes. What works for nature may not work for
computer systems - bio-inspired computing comes to the rescue.
Hard lessons have been learned by trying to mimic nature because it
is not that simple even replicating its most simple laws. Faced with
failure, creativity rebounds, and today there are several techniques
that surpass nature’s handling of complexity. However, this has
come with a cost since it has become a challenge to explain their
process for decision making. It may be acceptable for some kind of
self-adaptive software systems, but not for those systems in which
assurances are essential. The argument made in this position paper
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is that it is time to break away with the chain attaching us to bio-
inspired computing just for the sake of justifying novelty. Solutions
needed for supporting self-adaptation go beyond what nature is
able to provide. This argument is approached from two different
perspectives that of models and algorithms.

2 DIFFERENT KIND OF MODELS
Since Dowling et al. [7] applied Collaborative Reinforcement Learn-
ing (CRL) for establishing autonomic distributed system properties,
Reinforcement Learning (RL) has moved on. Today’s RL policies
generated either by PPO [13] or DQN [11], for example, are quite
complex and far from being explainable.

In the context of cyber security, the goal is to have RL agents
that aim to perform fully autonomous network defence [15], which
is quite far from handcraft UML models and adaptation strategies
targeted for the self-protection of systems [1]. The advantage of
using RL feedback control loops, instead of feedback control loops,
like MAPE-K [12], for this particular problem domain, is that the
focus can go towards identifying sophisticated threat scenarios,
and thus improving system protection. Again the trend is to move
away from process descriptions towards data descriptions [5], as a
consequence the way self-adaptive software systems are developed
and how assurances are provided need to be changed.

For a start, there is a need for more data, and accurate data,
however for a lot of applications there is no data available, hence
data needs to be generated. The generation of synthetic datasets
has become an acceptable solution since it is much cheaper to
obtain, and particular scenarios can be better captured. Simulation
come to rescue. A lot of deep learning models are obtained using
simulated data. The validation of this data becomes challenging, but
what it matters is the validation of models obtained from the data
before they are deployed on real life applications. When developing
future self-adaptive software systems, the focus should be data
because models are very specific to the data from which they were
trained. The same system in a different contextmay require different
machine learning (ML) models because it depends on the features
that capture its context. How generic models can be synthesised
from specific data can also be a challenge. For example, in cyber
security, the development of RL policies relies quite heavily on
simulators1 since there is a need for a lot of data. However, threats
are rare events, and for the models to learn from rare events they
need a lot of instances of these events. Another good example
of the challenges to obtaining generic models is the fact that, for
different attack patterns, there is the need for specific RL policies.
Considering the landscape of threats, the protection of systems and
networks requires the deployment of several RL policies, and how
1https://github.com/cage-challenge/cage-challenge-2 – accessed in December 2023.
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the actions of these policies are coordinated is still an open research
question.

There is another challenge associated with data, which is that
of concept drift – the phenomenon where the statistical properties
of the target variable or the input features in a machine learning
problem change over time [8]. In the context of cyber security
applications, attack models change with time, and the models tend
to degrade over time, thus becoming less effective in detecting
attacks. This is referred as adversarial drift, and it is one of the
reasons that impair the deployment of ML models for detecting
and mitigating attacks since the pattern of attacks may drift over
time [4].

Another peculiarity regarding cyber security data, which tend to
affect the quality of the models, is that most of its data is categorical,
instead of numeric, which is the essence of image analysis, for
example. Categorical data leads to brittle models, that is, small
variations in the data can lead to miss-classifications.

All these are challenges that need to be overcame when develop-
ing data-centric models.

3 BIO-INSPIRED ALGORITHMS
Nature is inspirational, and from its different interpretations may
emerge solutions that can be mapped into the artificial [3]. Whether
is swarm intelligence [2] or artificial immune systems [6], these
have been applied to several computer problems and with reason-
able success. But these turn out to be specific solutions to specific
problems.

There are two characteristics that are key when describing self-
adaptive software systems: explicit feedback control loops, and
models. In bio-inspired computing these may be not necessarily
present. For example, fish shoals based algorithms may be based
on simple rules.

The challenge here is how to incorporate quite specific solutions
into more sophisticated feedback control loops that can work in
collective and coordinated way.

4 CONCLUSIONS
In summary, looking from the bio-inspired perspective, the future
landscape of applying feedback control loops for supporting self-
adaptation will have to change in order to incorporate more data-
centric, instead of process-centric solutions [5], which may lead to
specific solutions. From the perspective of bio-inspired algorithms,
like in nature where different organisms express behaviours that
are specific to the species, the same may happen when applying
bio-inspired algorithms to self-adaptive software systems. Firstly,
there is the challenge of interpreting nature laws into a computer
context for which there are no direct mappings, so we may end
up with very specific solutions that are problem centric. Secondly,
considering the whole range of computer applications, solutions
may also require to be specific for achieving optimal outcomes.
From the perspective of models, instead of the generic solutions,
like Rainbow that relies on architectural models [9], application
specific machine learning models may take a more prominent role.
This can either be as components on a wider feedback control loop,
like MAPE-K, or replacing the whole feedback control loop, as it is
the case for Reinforcement Learning.

The incorporation of bio-inspired algorithms as part of the self-
adaptation raises several challenges. Uncertainty is one of them
since data descriptions are not precise, which may lead to further
uncertainty [14]. Another challenge is how to incorporate the usual
cycle for synthesising machine learning models, i.e., training, test-
ing and evaluation, into operational-time since it would not make
sense to have these at development-time, for example, when consid-
ering concept drift. From the machine learning viewpoint, model
synthesis during production should not be a problem, but the chal-
lenge would be how to integrate these into feedback control loop for
enabling self-adaptation. For that, some inspiration from AutoML
should be necessary [10], which incorporates several concepts from
self-adaptation.

As a conclusion that can be drawn from this paper is that, in-
stead of generic bio-inspired solutions that can be easily tailored to
handle a wide range of problems, the challenge is to come up with
approaches that are able to generate specific solutions on demand
and during operational-time.
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