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We write to taste life twice, in the moment, and in retrospection. We write, like 
Proust, to render all of it eternal, and to persuade ourselves that it is eternal. We 
write to be able to transcend our life, to reach beyond it. 

Anaïs Nin, entry for February 1954, in The Diary of Anaïs Nin 
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Abbreviations 

aCGH | Array Comparative Genomic Hybridisation | - 

AI | Artificial Intelligence | Machine programmes and algorithms mimicking human cognition 

ANOVA | Analysis of Variance | - 

ART | Assisted Reproductive Technology  

AUC | Area Under the (ROC) Curve | Metric quantifying overall model performance 

BC | Blastocoel | Fluid-filled cavity within a blastocyst 

BG | Background | Non-relevant portion of an image 

b-hCG | Beta Human Chorionic Gonadotropin | Hormone indicating early pregnancy 

CI | Confidence Interval  

CNN | Convolutional Neural Network | Neural networks for grid-like data (e.g., images) 

COC | Cumulus-Oocyte Complex  

DNN | Deep Neural Network | Multi-layered networks for complex data representation 

DSC | Dice Similarity Coefficient | Metric measuring overlap between segmentations 

FHR | Foetal Heart Rate | Heartbeat of the developing foetus 

GT | Ground Truth | Known correct labels for training/testing models 

HEPES | 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid  

ICM | Inner Cell Mass | Inner cell cluster of a blastocyst 

ICSI | Intracytoplasmic Sperm Injection  

IVF | In Vitro Fertilisation 

LH | Luteinising Hormone  

LIN | Linearity  

ML | Machine Learning | Algorithms learning from data without explicit programming 

NGS | Next Generation Sequencing  

OPU | Ovum Pick-Up  

OR | Odds Ratios  

PGT | Preimplantation Genetic Testing | Genetic testing of embryos before implantation 

PGT-A | Preimplantation Genetic Testing for Aneuploidies | Screening embryos for chromosome 

number abnormalities 

PGT-M | Preimplantation Genetic Testing for Monogenic Diseases | Testing embryos for single-gene 

disorders 

PGT-P | Preimplantation Genetic Testing for Polygenic Disorders  
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PGT-SR | Preimplantation Genetic Testing for Structural Rearrangements | Detecting balanced 

chromosomal rearrangements in embryos 

PN | Pronucleus  

ROC | Receiver Operating Characteristic | Graph showing classification model performance 

SA | Spontaneous Abortion | Miscarriage; loss of pregnancy before 20 weeks 

SVM | Support Vector Machine | Classification algorithm finding optimal decision boundaries 

TE | Trophectoderm | Outer cell layer of a blastocyst 

TLM | Time Lapse Microscopy Imaging  

VAP | Average Path Velocity  
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Summary Table and Term Definition 

Artificial Intelligence (AI): Computer systems/algorithms that can perform tasks requiring human-

like intelligence, such as learning, problem-solving, visual perception, decision-making. 

Machine Learning (ML): A subset of AI where algorithms learn and improve from data without being 

explicitly programmed. The computer determines optimal parameters to complete a task. 

Deep Learning: A subfield of ML using artificial neural networks with multiple layers to automatically 

learn hierarchical features and representations from data. 

Convolutional Neural Networks (CNNs): A type of deep neural network commonly used in image 

analysis for tasks like classification, object detection, and segmentation. 

Computer Vision: Techniques and algorithms that enable computers to gain high-level 

understanding and extract meaningful information from digital images or videos. 

Feature Extraction: The process of identifying and extracting relevant patterns or characteristics 

from images that are useful for subsequent analysis tasks. 

Image Segmentation: Partitioning a digital image into multiple distinct regions or objects of interest, 

often to locate and identify relevant structures. 

Image Representation: Encoding and representing images in a suitable mathematical format, such 

as vectors or matrices, to enable computational processing and analysis. 

Ground Truth: The known outcomes or correct labels used to train and evaluate the performance of 

AI/ML models, serving as an objective reference. 

Sensitivity: How well a model identifies true positives - the proportion of actual positive cases that 

are correctly predicted as positive by the model. 
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Specificity: How well a model identifies true negatives - the proportion of actual negative cases that 

are correctly predicted as negative by the model. 

Overfitting: When a model learns the training data too well and loses the ability to generalise to new, 

unseen data. It memorises noise rather than learning general patterns. 
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Abstract 

Defined as computer algorithms/software that can perform tasks that typically require human 

intelligence (e.g. learning, problem-solving, visual perception), Artificial Intelligence (AI) is rapidly 

growing, with vast applications across various fields. Regarding medical imaging, X-rays, MRIs, 

predictive modelling from patient data, ophthalmology, dermatology, radiology, pathology and 

assisted reproduction technologies (ART) all could benefit. In ART, the practice of IVF has the 

potential to benefit in several areas, including patient management, gamete/embryo identification, 

ranking and selection. This thesis aims to facilitate selecting and ranking IVF embryos for transfer 

using static images and AI analysis. In particular:  

• To test prototypes for predicting pregnancy test results after embryo transfer by image feature 

extraction and analysis using machine learning. This was achieved using an approach named 

AIR-e. The hypothesis that this novel approach is effective was accepted, indicating the feasibility 

of using AIR-e® to predict implantation potential from a single digital image. 

• To test an Embryo Ranking Intelligent Classification Algorithm (ERICA), an AI clinical assistant 

with embryo ploidy and implantation predicting capabilities. This was achieved: the hypothesis 

that ERICA can be used to predict ploidy status in IVF embryos was accepted. Following training 

and validation, ERICA was more successful than random selection and experienced 

embryologists in ranking embryos with the highest implantation potential based on a static picture 

as the only source of information. 

• To use ERICA to test the hypothesis that it can predict first-trimester pregnancy loss. In a 

retrospective pilot study, the hypothesis was accepted. Results support a correlation between the 

risk of spontaneous abortion and embryo rank as determined by ERICA. 

• To develop the first automatic method for segmenting all morphological structures during the 

developmental stages of a human blastocyst. his was achieved. The approach can automatically 

segment blastocysts from different laboratory settings and developmental phases within a single 

pipeline. A sensitivity analysis established that this method is robust. 
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• To perform a systematic evaluation of predictive AI models in reproductive medicine. Here, a 

critical appraisal of AI models in reproductive medicine is discussed, conveying the importance of 

transparency and standardisation in reporting AI models so that the risk of bias and the potential 

clinical utility of AI can be assessed. Four reasons to interpret reproduction AI studies with caution 

are given, as is a guide to appraise AI's efficacy in reproductive medicine critically. Finally, a quick 

reference reader and referee consideration guide are provided.  

AI’s ability to make decisions based on facts and data makes the decision process reproducible and 

repeatable. AI can learn and analyse complex patterns at an increased resolution and with more 

variables far beyond most humans’ capabilities. This thesis thus demonstrates that AI has the 

potential to be utilised as a promising tool to resolve many longstanding challenges in ART and assist 

clinicians in decision-making to achieve the ultimate goal of a healthy live birth. Similar principles 

may apply to sperm and egg analysis and other challenges in ARTs. Barriers include health record 

privacy terms, paper records and variations in electronic medical record systems. AI will play a 

significant role in the future of IVF that, realistically, will only be achieved if the artisanal approach of 

manual handling, basic microscopy and subjective analysis is replaced. The most likely combination 

of modalities to achieve scalability and improved access to IVF will be automation and AI. 
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1. General Introduction 

1.1. Artificial intelligence and its impact on society  

Artificial Intelligence (AI) is a rapidly growing field with numerous applications across industries. AI 

involves the development of computer systems in the form of algorithms and software that can 

perform tasks that typically require human intelligence, such as learning, reasoning, problem-solving, 

visual perception, speech recognition, language translation, decision-making, and perhaps even 

brainstorming (Ornes S, 2023). The applications of AI are vast, and they continue to expand as new 

technologies and developments emerge (Sahni NR, 2023) 

1.1.1. AI in finance  

An example of a significant application of AI is in the field of finance. AI algorithms can analyse vast 

amounts of data, including market trends, company performance, and consumer behaviour, to 

provide insights that help financial institutions make more informed investment decisions. AI can also 

be used to develop predictive models that can forecast market trends and identify potential 

investment opportunities (Dash, RK, 2023). Additionally, AI can be used to identify fraud and detect 

unusual financial transactions that may indicate criminal activity (Ryman-Tubb NF, 2018). 

1.1.2. AI in industry 

AI has been used in the transportation industry to improve safety and efficiency (Dong K, 2022). AI 

algorithms can analyse data from sensors and other sources to identify potential hazards and 

improve route optimisation. This can help reduce accidents and improve traffic flow. In addition, AI-

powered autonomous vehicles that can drive themselves are being developed, potentially improving 

safety (Marti E, 2019). 

In the manufacturing industry, AI has been used to improve production efficiency and quality control. 

AI algorithms can resource management tasks for systems and networking. This can help 

manufacturers reduce waste, forecast energy consumption, improve product quality, and increase 

productivity (Khalil M, 2022). In addition, AI-powered predictive maintenance systems can help 

manufacturers identify potential equipment failures before they occur, reducing downtime and 

maintenance costs (Barbado A, 2022, Rahman NHA, 2023). 
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1.1.3. AI in image analysis and processing  

The field of image analysis and processing has witnessed significant advancements with the 

integration of AI techniques, enabling unprecedented accuracy and efficiency in image analysis and 

processing tasks, leading to improved accuracy and efficiency in image interpretation (Rajpurkar P, 

2023). AI techniques employed for image analysis include deep learning, computer vision, and neural 

networks. Key components of AI-based image analysis include object detection, image recognition 

(Fig. 1.1), image segmentation, image enhancement, and image classification (Van der Velden, 

2022). These components could also claim to be applications in their own right (Chen L, 2023). 

FIGURE 1.1. Image of an intracytoplasmic sperm injection (ICSI), using computer vision and AI, displaying Object 
Detection: Tip of the pipette (green dot, extreme left) and the tip of ICSI needle (green dot, extreme right); and Image 
Recognition: oocyte (red square) and sperm (green square, extreme right).  Image courtesy of Conceivable Life 
Sciences. 

AI techniques, including deep learning, computer vision, and neural networks, form the foundation for 

image analysis and processing. Deep learning, a subset of machine learning, has gained prominence 

due to its ability to learn hierarchical representations from data automatically. Neural networks, 

particularly convolutional neural networks (CNNs), have become the cornerstone of image analysis 

tasks, demonstrating remarkable performance in object detection, image recognition, and other 

related tasks (Guo Y, 2016). Additionally, computer vision techniques, which focus on extracting 

meaningful information from images, complement AI algorithms by providing tools for image 

segmentation, feature extraction, and image understanding (Esteva A, 2021). 
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1.1.3.1. Deep learning 

Deep learning is a subfield of machine learning that has gained significant attention and success in 

recent years, particularly in the field of computer vision (Chai J et al, 2021).  It is a powerful approach 

that mimics the human brain's neural networks to automatically learn and extract meaningful 

representations from large amounts of data. The concept behind deep learning lies in the utilisation 

of artificial neural networks with multiple layers, known as deep neural networks, to learn hierarchical 

features from input data, such as images (Burkov A, 2019, Lancashire et al., 2009) 

In the context of image analysis, deep learning has demonstrated remarkable capabilities in various 

tasks, including image classification, object detection, and image segmentation (Nixon M, 2019; Guo 

Y, 2016). By using convolutional neural networks (CNNs), a specific type of deep neural network, 

deep learning algorithms can automatically extract relevant features from images, enabling accurate 

and efficient analysis (Burkov A, 2019). This makes deep learning particularly useful in biology, as it 

can assist in tasks such as analysing microscopic images, identifying cell structures, and detecting 

patterns or anomalies (Kragh et al., 2019; Chavez-Badiola et al., 2020b). The power of deep learning 

lies in its ability to automatically learn and adapt to complex patterns and variations in image data, 

offering tremendous potential for advancing research and discovery in the field of biology. 

1.1.3.2. Computer vision techniques 

Computer vision techniques are critical to image analysis and processing, enabling us to extract 

meaningful information from images and understand their contents. Computer vision techniques can 

be immensely valuable for analysing microscopic images, identifying biological structures, and 

quantifying cellular phenomena (Gandomkar Z, 2018). These techniques involve a range of 

algorithms and methods that allow us to manipulate and interpret image data, including feature 

extraction, image representation, image filtering and image understanding (Rebouas Filho P, 2017; 

Tang Q, 2017; Guo X, 2014). Integrating with AI algorithms enables more sophisticated and accurate 

image analysis. (Cao P. et al, 2022; Guo Y, 2016) 

1.1.3.2.1. Feature extraction 

One fundamental aspect of computer vision is feature extraction (Fig. 1.2), which involves identifying 

and extracting relevant visual patterns or characteristics from images. This step is crucial for 

subsequent analysis tasks such as object recognition or segmentation. Feature extraction techniques 

can include edge detection, corners, texture analysis, and local feature descriptors, among others. 
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These methods enable us to capture and represent specific visual attributes, enabling more accurate 

and detailed analysis (Rebouas Filho P, 2017; Tang Q, 2017). Examples of feature extraction 

methods include SIFT (Scale-Invariant Feature Transform) and HOG (Histogram of Oriented 

Gradients) (Wamidh K, 2020; Nixon M, 2019); these aim to capture discriminative information that 

distinguishes different objects or structures in an image. 

FIGURE 1.2. Feature extraction from a blastocyst 
stage embryo using an artificial vision filter. 

1.1.3.2.2. Image segmentation 

Image segmentation involves partitioning an image into distinct regions or objects of interest (Fig. 

1.3). This process is essential for identifying and separating individual cells or structures within an 

image. Image segmentation algorithms can utilise various approaches, including thresholding, 

region-based methods, or advanced techniques like active contours or deep learning-based 

methods. Accurate segmentation enables further quantitative analysis and provides valuable insights 

into biological processes and structures (Nixon M, 2019). 
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image, an algorithm designed for facial comparison identifies the face, 
separates these from the rest of the image and identifies relevant 
features for measurement and comparison. Image courtesy of New Hope 
Fertility Center.
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1.1.3.2.3. Image representation 

Image representation is the process of encoding and representing images in a suitable format for 

analysis. This can involve transforming images into mathematical representations, such as 

histograms, vectors, or graphs. By representing images in a meaningful and compact manner, 

computational algorithms can efficiently process and analyse the data. Common image 

representation techniques include colour spaces (Fig. 1.4), such as RGB (Red, Green, Blue) or HSV 

(Hue Saturation Value), and image descriptors, such as Bag-of-Visual-Words or deep features 

extracted from convolutional neural networks (Wamidh K, 2020; Nixon M, 2019). 

FIGURE 1.4. An example of RGB image representation from a pixel of a blastocyst image after applying an artificial 

vision filter. 

1.1.3.2.4. Image filtering 

Image filtering techniques are employed to enhance image quality, remove noise, or highlight specific 

image characteristics (Fig.1.5). Filtering operations can involve spatial or frequency domain 

operations, such as smoothing filters (e.g., Gaussian or median filters) or edge enhancement filters 
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FIGURE 1.5. From left to right, an image of a human MII oocyte as seen under regular microscopy and through 
Entropy, Sobel and Laplace filters. Image courtesy of IVF 2.0 LTD. 
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(e.g., Laplacian or Sobel filters). These filters help to improve image clarity and enhance the 

extraction of relevant features for subsequent analysis (Nixon M, 2019). 

1.1.3.2.5. Image understanding and image registration 

Image understanding aims to extract higher-level semantic information from images, allowing for 

more advanced analysis and interpretation (Sarvamangala DR, 2022). This involves tasks such as 

object recognition, object detection, or scene understanding. AI algorithms, particularly deep learning 

approaches, have revolutionised image understanding by leveraging the power of neural networks to 

learn complex representations directly from the data (Farias AF, 2023). Convolutional neural 

networks (CNNs) have proven particularly effective in tasks such as image classification, object 

detection, and semantic segmentation (Guo Y, 2016). 

Moreover, computer vision techniques can also involve image registration, where multiple images are 

aligned or fused, allowing for the comparison and analysis of different image modalities or time-lapse 

sequences. This is particularly useful in biology, as it facilitates studying dynamic processes or 

integrating data from multiple imaging techniques (Cocianu C et al, 2023). 

Computer vision techniques form the bedrock of image analysis and processing. These techniques 

focus on extracting meaningful information from images, enabling comprehensive analysis and 

interpretation. We can significantly enhance image analysis and processing capabilities by 

integrating these computer vision techniques with AI algorithms (Sarvamangala DR, 2022, 

Mendizabal-Ruiz G, 2022). AI algorithms, such as deep learning models, can learn and extract 

features automatically from images, reducing the need for handcrafted features. This improves 

accuracy and allows for more robust analysis across different image domains and applications. 

Combining computer vision techniques with AI algorithms enables the development of sophisticated 

systems capable of performing tasks like automated image recognition, intelligent image retrieval, 

and advanced image-based decision-making in biology (Guo Y, 2016). These techniques enable us 

to uncover intricate details and patterns within images, contributing to a deeper understanding of 

biological systems and advancing research in many biological disciplines. 

1.1.4. AI in medicine  

The advances in AI have significantly impacted the healthcare industry. Using AI, vast amounts of 

medical data can be analysed to provide accurate diagnoses and treatment recommendations. AI 
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systems have been developed to analyse medical images, such as X-rays and MRIs, to identify and 

classify abnormalities accurately. This early detection of diseases can help doctors make more 

accurate diagnoses and improve treatment outcomes based on early intervention, which can 

significantly improve patient outcomes (Rajpurkar P, 2023). Specifically, and within the last ten years 

or so, machine learning, more specifically convolutional neural networks (CNN), has been used to 

assist with medical imaging in a variety of fields, such as ophthalmology (Abràmoff et al., 2016), 

dermatology (Esteva et al., 2017), radiology (Hosny et al., 2018) and pathology (Khosravi et al., 

2018). 

FIGURE 1.6. The use of AI in 

medicine makes headlines. 

From BBC News webpage 

(January 2020) 

Another area where AI is transforming healthcare is in the analysis of patient data to develop 

predictive models. By analysing vast amounts of patient data, AI algorithms can predict disease 

progression and identify patients at high risk of developing certain conditions. Healthcare 

professionals can also use this information to develop targeted interventions, prevent disease 

progression and help improve outcomes (Chavez-Badiola, 2020a). Importantly, it could allow 
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clinicians to improve care by helping improve patient-doctor interactions (Brownstein JS, 2023; Haug 

CJ, 2023). 

AI is also helping to improve the speed and accuracy of medical research by automating time-

consuming tasks such as data collection and analysis. AI-powered tools can assist researchers in 

identifying potential new drugs, analysing clinical trial data, and identifying new disease biomarkers. 

This streamlined approach to medical research can speed up the development of new treatments 

and cures, benefitting patients and the healthcare industry. Today, it is difficult to find an area of 

medicine where AI is not being tested or developed to reduce costs, improve access and patient 

outcomes, and improve the job satisfaction of healthcare personnel (Haug CJ, 2023; Hickman C, 

2020). 

1.1.4.1. Introduction of AI models. Its effect on developers and users 

Overall, the applications of AI are vast and continue to expand. As technology continues to evolve, AI 

will likely play an increasingly significant role in shaping the future of society. However, there are also 

concerns about the potential impact of AI on jobs and the economy. As AI technology continues to 

advance, it will be essential to consider the ethical and social implications of its use and ensure that it 

is used in a responsible and beneficial way (Haug CJ, 2023). Equally, every industry needs 

continuous improvement and optimisation of its processes to maintain and assure future competitive 

advantages in terms of better products and services, and cost-effective mechanisms to make the 

products and deliver the services to their clients. For this reason, it is expected that industries pursue 

to benefit from the most advanced technological tools that scientists and researchers are developing. 

While most AI algorithms and computational methods may be challenging to implement, many open-

source and free software libraries now ease the development process (Allen B, 2019; Widder DG 

2022). However, the inclusion of these models into any clinical setting is a harder problem since 

developers have to work within a multidisciplinary team for a better understanding of the advantages, 

costs, requirements and limitations of the development process and set a risk management plan to 

ensure the identification of potentially hazardous scenarios on behalf of patients’ safety (Rajpurkar P, 

2022). 

Potential users of AI models in Medicine include clinicians, embryologists, nurses, and administrative 

personnel. In this regard, user experience to ensure the newly introduced tools contribute to a more 
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efficient workflow becomes crucial since the potential clinical advantages of a system should not 

come at the cost of an increased workload (Hendrix N, et al., 2022). 

Assuming that an AI has been successfully developed and its clinical recommendations are as good 

as those from an experienced senior healthcare provider, any user can access this “expert opinion” 

at any time without human biases, leading to suboptimal performance. These models, then, will have 

the advantages of being reproducible, scalable, tireless, and potentially reaching any place in the 

world, ideally at a low cost. This concept could dramatically change current practices in reproductive 

health, clinic administration, and the decision-making process internally and in front of the patient 

(Chavez-Badiola, 2022a, Hajirasouliha I, 2020, Rosenwaks Z, 2020). 

1.1.4.2. AI and data sources 

Some of the most recent and successful AI methods are based on the machine-learning paradigm on 

which the computer determines the optimal parameters of a high-dimensional model (mostly non-

linear) used to complete the required task. These optimal parameters are computed employing 

numerical optimisation algorithms that attempt to minimise a defined error function that depends on 

the model's performance to complete the desired tasks evaluated using the examples provided 

(Burkov, A. 2019). 

Therefore, the size and quality of the data used during the AI model's training are essential for its 

success. This is especially important in industries like reproductive medicine, where data is not as 

easily obtained due to data privacy and lack of structured EMRs (Electronic Medical Records). To 

overcome this problem, multi-centric collaborations are one way in which some groups have 

managed to increase the size of their data with excellent results (Hickman C., 2020). Low-quality 

and/or small-sized databases could result in biased models which might not be generalisable across 

clinics nor reproducible (Curchoe CL., et al, 2020a; Curchoe CL., et al, 2020b). 

An AI model’s performance will be closely related to the database quality it was trained on. Although 

it might sound obvious, this is important when a user tries to interpret the results presented by an AI 

(Curchoe CL. et al., 2020a, Chavez-Badiola A, 2020c). This introduction will deal with the use of AI in 

assisted reproduction technology much later. Still, as the whole thesis is on this topic, an example is 

given: Let us say that the AI model “A” was trained with embryo images taken on day 3 using a good 

quality, multi-centric database to predict its probability of reaching blastocyst. However, a closer look 
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into the data might show that the entire database included embryos inseminated with 

intracytoplasmic sperm injection (ICSI) and grown in a sequential culture media. Is this model 

generalisable to images taken on day 3.5 or 4? Or is it accurate for IVF-inseminated oocytes? is it 

also useful for other types of culture media? 

1.1.4.3. AI validation  

In the case of machine learning algorithms, the validation of the technology consists of evaluating the 

model's performance with respect to a defined ground truth (Chavez-Badiola A, 2020a). Most of the 

time, this ground truth is defined by experts in the problem to be tackled, and the validation is carried 

out retrospectively. However, in some cases, validating the models in prospective studies is possible. 

In any case, the most common comparison of ML (Machine Learning) algorithms is the similarity in 

the performance with respect to what can be expected from one or more human experts (Curchoe 

CL, 2020a). 

Also, since reproductive treatment can have many variations and paths, sensitivity analysis and 

general ability tests should be performed prior to the introduction of the technology in daily practice. 

Furthermore, before its clinical application, quality assurance should always be considered whenever 

an AI model is introduced into a new setting for the first time (Curchoe CL, 2020a; Chavez-Badiola A, 

2020c). 

1.1.4.4. Critical appraisal of an AI model 

Reading about AI could be complex since it routinely introduces jargon alien to medical sciences and 

relies on sophisticated statistical and mathematical analyses, but still, most of the time, it’s presented 

within a clinical setting we are familiar with. However, there are specific guidelines which could help 

us to appraise AI technology better (Collins G, 2021; Liu Y, 2019), and efforts are being made to 

present recommendations for specialised practices, such as in Reproductive Medicine (Curchoe CL, 

2020a). 

AI users shall be trained to interpret an AI system's results and be aware of the limitations regarding 

the validation procedures and conditions of the model. To overcome this problem, a proper sensitivity 

analysis should be performed before depositing our trust in the AI model. However, suppose the user 

is able either to access a robust AI system to assure the quality of the results or to perform under 

similar conditions to those used for the training set. In that case, the user should perform a quality 
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assurance test with real data from their clinic before using the model in actual cases (Curchoe CL, 

2020a). 

As much as current medical practice is evidence-based oriented, we might have to acknowledge that 

the current concept of randomised controlled trials to prove efficacy and validation of an approach 

may not apply to AI and ML in the traditional sense. However, AI/ML are technologies with the 

potential to improve the results of fertility treatments by reducing the time to pregnancy and costs 

(Chavez-Badiola A, 2022b). Because of this potential, careful introduction of these technologies into 

clinical practice must be made through reflected decisions based on a basic understanding of the 

technologies at hand and the best ways to appraise them (Curchoe CL 2020a). To the best of my 

knowledge, there are no prospective studies published yet that assess the performance of an AI 

model compared to standard clinical decisions. 

1.1.4.5. Ground truth and validation sets 

As mentioned above, the “ground truth” consists of the known outcomes with which the AI is trained. 

Common outcomes in medicine are successful treatments (in reproductive medicine, this might be a 

positive pregnancy test, presence of heartbeat or born alive/healthy), known measurable status of 

the cells involved (e.g. genetic status, which in IVF might be ploidy status of an embryo or gamete), 

or any middle step indicating that the probability of a successful treatment is increased (e.g. in IVF 

this might be freeze-thaw survival of embryos, normal fertilisation, cleavage, blastocyst quality). AI 

systems are regularly trained to predict one of these outcomes that should be assessed in terms of 

usefulness in a “real-life” treatment protocol (Chavez-Badiola A 2022a). Also, the model shall be 

assessed using an independent validation set. 

It is crucial to consider the database conditions (inclusion and exclusion criteria) and training size 

(after exclusions criteria) and assess if the whole spectrum of possibilities is included in the training 

and test set. This could guide a user in the product's restrictions or limitations. It is also possible that 

AI models were constructed over unbalanced data (true to false rate different than 1), which is also 

undesirable and could be a source of bias in the training process (Chavez-Badiola A 2020c).  

Finally, it is always important to perform a “common sense check” on any results performed by AI. 

Perhaps take a few examples and see if they do indeed answer the questions asked. In the world of 

IVF, this may include morphological features of embryos that correlate to outcome or a measurable 
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feature such as implantation or ploidy status (Chavez-Badiola A 2020). The following sections deal 

specifically with reproductive medicine and the application of AI in the world of IVF. 

1.2. Infertility, Assisted Reproduction Technology (ART) and In-

Vitro Fertilisation (IVF) 

 

Infertility is a multifaceted and emotionally challenging condition that impacts countless individuals 

and couples globally. It is characterised by the inability to achieve pregnancy after a year of regular, 

unprotected sexual intercourse (Practice Committee of the American Society for Reproductive 

Medicine, 2020). Infertility often carries a profound emotional toll for those experiencing it. The 

inability to conceive can evoke feelings of shame, guilt, and depression while also straining 

relationships, fostering social isolation, and diminishing overall quality of life (Ombelet W, 2011; 

Zegers-Hochschild F, 2009). 

The prevalence of infertility varies across different regions, but the World Health Organization (WHO) 

estimates that approximately 10% to 15% of couples worldwide are affected by infertility. This 

equates to over 80 million couples facing infertility challenges. Notably, infertility can impact both men 

and women and can arise from various factors such as genetics, age, lifestyle choices, 

environmental influences, and medical conditions. The causes of infertility are often intricate and 

multifaceted, potentially involving one or both partners (Zegers-Hochschild F, 2009). 

1.2.1 Causes of infertility  

Infertility can be classified into four main categories: male factor, female factor, a combination of both 

or unexplained (idiopathic). Male factor infertility accounts for approximately 30% of cases, while 

female factor infertility is solely responsible for around 30-40% of cases. In the remaining instances, 

both partners may have contributing factors, or the cause of infertility remains unidentified (Carson 

SA 2021). 

Male factor infertility can arise from various issues, including low sperm count, impaired sperm 

motility, and abnormalities in sperm morphology (shape). These factors can significantly impact the 

chances of successful conception (Okonofua FE, 2022; Carson SA, 2021). 
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On the other hand, female factor infertility can be attributed to a range of causes. Ovulatory 

disorders, such as irregular or absent ovulation, can hinder the release of mature eggs necessary for 

fertilisation. Tubal and pelvic factors, such as blocked or damaged fallopian tubes, can obstruct the 

passage of eggs and sperm. Uterine factors, such as abnormalities in the structure of the uterus or 

the presence of fibroids, can also interfere with implantation and pregnancy. It is important to note 

that infertility can result from a combination of male and female factors, making it a complex and 

multifaceted issue. In some cases, despite thorough investigations, the precise cause of infertility 

may remain unknown (Carson SA 2021). 

Advanced age plays a crucial role in infertility, particularly among women. Women are born with a 

limited supply of eggs, and both the quantity and quality of eggs diminish over time. This decline in 

egg quality can result in reduced fertility, an elevated risk of miscarriage, and an increased likelihood 

of chromosomal abnormalities in their offspring (Wei L, 2023; American College of Obstetricians and 

Gynecologists, 2020). Additionally, lifestyle factors like smoking, excessive alcohol consumption, and 

obesity can further contribute to infertility (Bala R, 2021; Hazlina N, 2022). Gaining knowledge about 

the causes of infertility and being aware of available treatment options is crucial for individuals and 

couples facing difficulties in conceiving. 

1.2.2 Treatments for infertility  

The treatment of infertility depends on the underlying cause of the problem and may involve 

medications, surgical procedures, or different forms of assisted reproduction technologies (ART). 

These treatments have revolutionised the management of infertility, with IVF profiling itself becoming 

the most commonly used assisted reproductive technology (Doody K, 2021). 

Fertility drugs, along with lifestyle changes, are often the first line of treatment for women who have 

ovulation issues. These drugs work by stimulating the ovaries to release eggs and can increase the 

chance of conception. Success rates for fertility drugs vary depending on the specific medication 

used and the underlying cause of infertility, but overall success rates per cycle remain low (Carson 

SA 2021). 

In cases where fertility drugs are not effective, ART may be used. ART includes a variety of 

procedures, such as intrauterine insemination (IUI) and IVF. IUI involves placing sperm directly into 
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the uterus, while IVF involves fertilising eggs outside of the body and then transferring the resulting 

embryos into the uterus (HFEA, 2023). 

The success rates of infertility treatments vary depending on several factors, including age, the 

underlying cause of infertility, and the type of treatment used. For instance, the success rate of IUI 

ranges from 5% to 15% per cycle (Bahadur, G, 2020). In comparison, IVF has a higher success rate, 

with live birth rates per cycle ranging from 40-50% for women under 35 years of age, reducing to 

10-15% per treatment cycle for women over 40 (Bahadur G, 2020; HFEA 2021; SART 2021). 

1.2.3. In-vitro fertilisation (IVF) and intra-cytoplasmic sperm injection (ICSI) 

In the early 20th century, scientists began experimenting with fertilising eggs outside the body. 

However, it wasn't until the 1970s that Robert Edwards and Patrick Steptoe achieved the first 

successful IVF (Steptoe P, 1978). The technique involved retrieving eggs from a woman's ovaries, 

fertilising them with sperm in a laboratory dish, and then transferring the resulting embryo(s) to the 

uterus. However, IVF success rates were initially low, prompting researchers to develop new 

techniques to improve fertilisation rates ( N iederberger, 2018) . One such technique was 

intracytoplasmic sperm injection (ICSI), which was first successfully used in humans in 1992 by 

Gianpiero Palermo in Belgium (Palermo G, 1992). This technique involves injecting a single sperm 

directly into the cytoplasm of the egg, bypassing the need for the sperm to penetrate the outer layer 

of the egg on its own. Currently, IVF and ICSI are widely used fertility treatments, with ongoing 

research and development aimed at improving their success rates and minimising potential risks. 

Both are highly complex and sophisticated assisted reproductive technologies that have 

revolutionised the field of reproductive medicine. IVF (with or without ICSI) is a multi-step process 

that involves several key stages, each carefully managed and monitored to optimise the chances of a 

successful outcome (Zhang, 2016). 

The first step in the IVF/ICSI process is ovarian stimulation (Fig 1.7). Ovarian stimulation entails 

administering medication over two weeks to induce the production of multiple mature eggs, with 

evaluations conducted regularly to monitor ovarian response and identify the optimal time for egg 

retrieval. These evaluations are crucial in fine-tuning the medication dosage to maximise the yield of 

high-quality oocytes while minimising the risk of complications. This stage aims to obtain as many 

top-quality eggs as possible, increasing the likelihood of fertilisation and the development of healthy 

embryos (Zhang, 2016). 
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FIGURE 1.7.  The IVF process, from ovarian stimulation to embryo transfer using two different stimulation protocols: 
Conventional and Minimal Stimulation.  The latter includes blastocyst cryopreservation and the need for a second cycle 
dedicated to embryo transfer.  Images courtesy of Daniela Leroy Murillo and New Hope Fertility Center. 
 

Once the eggs have been retrieved from the ovaries, embryologists carefully examine them under a 

microscope to assess their quality and maturity. The embryologists check for a polar body and, in 

some cases, the meiotic spindle, indicating that the egg has completed its first meiotic division and is 

ready for fertilisation (Chavez-Badiola A, et al., 2017). They also evaluate the size and shape of the 

egg, as well as the thickness of its zona pellucida, which is a protective layer surrounding the egg. 

After egg evaluation, the mature eggs are then prepared for fertilisation. There are two main methods 

of fertilisation used in IVF: conventional insemination and intracytoplasmic sperm injection (Doody, 

2021). 

In conventional insemination, a concentrated sperm sample is added to each dish containing the 

eggs, and they are left to incubate overnight. The sperm then swim towards and penetrate the outer 

layer of the egg. In contrast, ICSI involves injecting a single sperm directly into the cytoplasm of the 

egg using a micro-needle (Palermo, 1992). This technique is used when the quality or quantity of 

sperm is poor, when previous fertilisation attempts using conventional insemination have failed, or 
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when special studies, such as pre-implantation preimplantation genetic testing (PGT), or techniques 

are required (Doody, 2021; Zhang, 2017; Munne, 1993). 

In ICSI, the process of sperm selection is crucial to ensure the best possible outcome. For this, the 

embryologist selects the most viable-looking sperm, typically using high-magnification microscopy to 

assess the sperm's shape, motility, and other characteristics (Mendizabal-Ruiz G,2022). The 

selected sperm is then loaded into a fine glass needle and carefully inserted into the cytoplasm of the 

mature egg (Palermo, 1992). 

After the fertilisation process, the embryos are closely monitored for development and quality by 

embryologists. The embryos are checked regularly to ensure they grow properly and have the correct 

structure and number of cells. Embryos are typically graded based on their appearance and 

developmental stage, and the best-quality embryos are then selected for transfer to the uterus or 

cryopreservation for later use (Zhang JJ, 2017; Kuwayama, 2007). 

The last stage of the IVF/ICSI process is the transfer of one or more embryos to the uterus, which is 

done using a catheter through the cervix. The number of embryos transferred is determined by 

several factors, such as the woman's age and the quality of the embryos. It is ideal to transfer only 

one embryo to avoid multiple pregnancies, but in some instances, more than one embryo may be 

transferred (Gliozheni, 2023). 

Following embryo transfer, progesterone is usually administered to the woman to support the luteal 

phase and to allow for the pregnancy's growth and development. A pregnancy test is usually 

conducted a week after whether the treatment has been successful (Zhang JJ, 2016). 

IVF/ICSI is a highly effective treatment for infertility, with variable success rates depending on a 

range of factors, including the age of the woman and the quality of the embryos. While it can be a 

time-consuming and emotionally challenging process, it offers many couples the best chance of 

achieving a successful pregnancy and starting a family (Doody, 2021). 

Achieving a successful pregnancy with the minimum of treatment intervention is the aim of every 

infertile couple and fertility clinic. Unfortunately, factors affecting pregnancy are multifactorial and 

incompletely understood. In addition to female age (and subsequent egg quality), over 200 
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confounders affect outcomes in assisted reproduction (Pool, 2012), the majority stemming from the 

quality of gametes and embryos and the effects of the laboratory and procedures. No single test, 

observation, or algorithm has been found to predict implantation (Chavez-Badiola, 2020a). Abnormal 

embryo genetics, the most common cause of miscarriage (Popescu, 2018), as well as several other 

factors, including staff effects, the culture environment, endometrial environment, maternal and 

paternal health, ease of embryo transfer, will always have some influence on the outcome (Sciorio, 

2023); therefore, it is improbable that any embryo assessment can currently guarantee 100% 

prediction of a successful outcome.  

1.2.4. Morphological analysis of IVF/ICSI embryos  

1.2.4.1. Classic analysis 

Since the inception of IVF, embryo morphology has been the gold standard for embryo selection, and 

this method is still the most accepted and commonly used to date. Despite clear and detailed 

guidelines for morphology-based classifications, embryo morphology assessment remains an 

artisanal technique lacking objectivity and reproducibility, limiting its overall predictive value (Chavez-

Badiola 2020b; Adolfsson and Andershed, 2018). Furthermore, current scoring systems for human 

blastocysts focus on only 3 parameters, i.e., degree of expansion, quality of inner cell mass and 

quality of trophectoderm (Gartner 2000); other features that may have an impact on development 

potential are essentially disregarded, limiting its predictive potential (Yoshida 2018; Sciorio 2018).  

1.2.4.2 Time-lapse and morphokinetics 

Recent advances have enabled the acquisition of embryo images at regular time intervals without 

disrupting culture conditions, thanks to the introduction of time-lapse incubators (Kovacs 2014). This 

allows for observation of individual embryos' developmental stages as they occur, providing an 

abundance of data points to inform embryo selection (Hinojosa 2022). However, the impact of this 

approach on improving IVF outcomes remains uncertain (Armstrong et al., 2019). Time-lapse 

incubators with integrated imaging systems come at a high cost, and results analysis may be time-

consuming, depending on the assessment depth (Chen 2017, Conaghan 2013, Kaser 2016, 

Kirkegaard 2015, Sciorio 2021). 

The application of time-lapse monitoring in IVF has been a topic of debate in recent years. Several 

studies have suggested that time-lapse monitoring, coupled with the use of morphokinetic algorithms 
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for embryo selection, can lead to improved clinical outcomes compared to conventional single time-

point morphology assessment. A meta-analysis by Pribenszky et al. (2017) found that time-lapse 

monitoring was associated with significantly higher ongoing clinical pregnancy rates, lower early 

pregnancy loss, and increased live birth rates. However, the quality of evidence in this meta-analysis 

was moderate to low due to inconsistencies across the included studies and the selective application 

of the technology. Additionally, concerns have been raised regarding the study inclusion/exclusion 

criteria and potential conflicts of interest (Armstrong et al., 2018; Alikani, 2018). 

Further studies have investigated the use of time-lapse imaging morphokinetic-based algorithms for 

ranking blastocysts and predicting live birth outcomes. Fishel et al. (2018, 2019) found that these 

algorithms provided objective hierarchical ranking of embryos and demonstrated superior 

discriminating power compared to conventional blastocyst morphology assessment. However, it is 

important to acknowledge that these studies were retrospective and prospective in nature, and 

further well-designed studies are needed to establish the efficacy and clinical utility of time-lapse 

monitoring (Basile, 2019). Despite the controversies surrounding time-lapse technology, its potential 

benefits in improving embryo selection and overall success rates in IVF cannot be ignored, and 

ongoing research and development in this field, including the use of automation and artificial 

intelligence, may help to address current limitations and optimise its application in clinical practice. 

Automated annotation of key events in embryo development and incorporating artificial intelligence 

algorithms appear to be sensible approaches for enhancing the capabilities of time-lapse embryo 

evaluation (VerMilyea 2020, Malmsten 2020). This could allow for identifying new and possibly more 

pertinent evaluation metrics, ultimately improving how predictive the results are compared to human 

assessment (Bamford 2022, Fishel 2020). 

1.2.5. Preimplantation genetic testing (PGT) 

1.2.5.1. PGT for the diagnosis of genetic disease 

The earliest reported application of PGT was to allow for genetic testing to enable sex selection for a 

couple at risk of transmitting a monogenic disease, in more detail, an X-linked single gene disorder 

(Handyside 1990, Handyside 1989). Initially used for sexing, then cystic fibrosis in 1992 (Handyside 

1992), progress was traditionally impeded by the need to tailor each diagnosis to the mutation. 

Universal approaches such as Karyomapping (Handyside 2010) have become the gold standard for 
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preimplantation testing for monogenic diseases (PGT-M). Karyomapping allows the detection of the 

inheritance of (grand) parental haplotype blocks through the tracking of inherited chromosomal 

segments. It involves genome-wide single nucleotide polymorphism (SNP) analysis of parental DNA, 

a reference-related individual of known disease status (typically an affected child) and amplified DNA 

from embryo biopsy. The Karyomapping livery displays homologous chromosomes, points of 

crossing over and the haplotype of each of the embryos. Karyomapping also detects chromosome 

disorders for preimplantation testing for aneuploidies (PGT-A) (Natesan 2014). 

In PGT-M, targeted diagnoses are an intrinsic part of the analysis (Daar 2018). In contrast, 

preimplantation testing for polygenic diseases (PGT-P) is more complex, as it involves testing 

multiple genes that contribute to the condition for with a polygenic risk score (PRS) (Treff 2020, Treff 

2019, Sudlow 2015) established by a genome-wide association study. PGT-P has benefits and 

drawbacks, with vocal proponents and opponents on both sides (Neuhausser 2023, Forzano 2022). 

The question often raised is how much benefit PGT-P gives patients compared to the inherent risks. 

For each disease, it has been suggested that a case would have to be made for PGT-P, as will a 

robust justification that the couple involved would, in fact, actually benefit (Forzano 2022).  

Preimplantation genetic testing for structural rearrangements (PGT-SR) is the least well-known 

variant of PGT that provides effective treatment for many couples at risk of transmitting chromosome 

disorders by carrying a balanced translocation. Structural chromosomal rearrangements usually 

result in infertility, repeated implantation failure, pregnancy loss and/or affected children despite the 

parent carrier having no apparent phenotype (Ogur 2023). They nonetheless produce chromosomally 

unbalanced gametes and embryos – hence the need for PGT-SR to select for those that are 

karyotypically normal or balanced. PGT-SR largely uses array CGH, SNP arrays, Karyomapping and, 

most recently, next-generation sequencing (NGS) following trophectoderm biopsy (Tong, et al., 

2022). The greatest limiting factor is the availability of normal or balanced embryo(s) for transfer, 

which can be affected by rearrangement type, the chromosomes involved, the sex of the carrier 

parent and de-novo aneuploidy, particularly if advanced maternal age is an issue (Griffin 2018). The 

efficacy of PGT, in all its variations, has been the subject of debate for over 20 years (Forzano 2022, 

Iews 2018). 

1.2.5.2. PGT-A for the improvement of IVF success 
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PGT-A is, perhaps, the most widely indicated form of PGT. This approach was developed to improve 

IVF success as well as avoid miscarriage and live-born aneuploid offspring (Niederberger 2018). 

Diagnostic approaches include array comparative genomic hybridisation (aCGH), quantitative PCR, 

next-generation sequencing (NGS) and Karyomapping. Non-selection trial data provides evidence of 

PGT-A's efficacy in improving live birth rates per treatment cycle (Sanders 2021, Griffin 2017). In 

contrast, randomised controlled trial data is mixed, with no demonstrable benefit for cumulative 

pregnancy rates (Cornelisse 2020). Mosaic embryos (with a mixture of diploid and aneuploid cells) 

are a confounding factor, often arising post-zygotically and with evidence of live birth rates being 

reduced but not zero when transferred (Viotti 2023). PGT-A continues to attract heated debate, 

prompting questions of when one should consider the evidence base sufficiently robust to justify the 

routine use of PGT-A  (Munné et al., 2019; Weissman et al., 2017).  

Drawbacks to PGT-A are the invasive nature, cost, requirement to freeze all embryos, high follicular 

response, and an assumption of diagnostic accuracy of the few cells extracted from the embryo. 

Future developments include minimally invasive PGT-A, such as blastocoelic fluid assessment, non-

invasive IVF, i.e. PGT-A from analysing spent culture media, and whole-genome assessment. At 

present, these techniques are still being researched (García-Pascual 2023). 

1.2.6. The relationship between embryo morphology and aneuploidy  

Embryo time-lapse systems are often employed in IVF centres with the aim of predicting embryo 

viability and improving the chances of unaffected live births. An ongoing question is whether 

aneuploid embryos display differing morphokinetic properties to their euploid counterparts. The 

rationale for PGT-A is that aneuploidy is the leading cause of IVF failure and miscarriage. Thus a 

non-invasive morphologic or even morphokinetic approach to stratify embryos for ploidy status would 

represent a great advance. This would avoid or minimise the costs of PGT-A. Factors such as 

fragmentation, multinucleation, abnormal cleavage and contraction have all been looked at. In a 

systematic review, Bamford et al. (2022) analysed 58 studies from >40,000 embryos, finding 10 

morphogenetic variables significantly altered in aneuploid vs chromosomally normal embryos. These 

included time to eight cells, time to formation of a full blastocyst, and time to expanded blastocyst. 

They also noted some prognostic potential in the degree of fragmentation, multinucleation persisting 

to the four-cell stage and frequency of embryo contractions. No association with early multinucleation 

or unequal cleavage were found. Notably, widespread variability exists among aneuploid and euploid 
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embryos; thus, definitive classification is not currently feasible. Algorithms involving AI for live births 

may have some predictive ability (Bamford 2023, Bamford 2022). 

1.3. The need for AI in ART (specific reference to image-based 

evaluation) 

As mentioned in section 1.1, efforts directed at improving the accuracy and standardisation of image 

analysis through the development of computer-aided tools have recently gained attention in many 

medical fields (Gandomkar 2018, Rebouças Filho 2017, Tang 2017), including dermatology and 

oncology, in which linguistic data mining, deep learning techniques and architectures are used for 

image analysis and to assist diagnosis (Guo 2014, Hu 2018). There are many reasons why AI 

inclusion in reproductive medicine is highly desirable. As an example, AI’s ability to make or to assist 

decisions based on facts and data that support them, makes the decision process reproducible and 

repeatable, in contrast to humans, whose decisions may depend on emotional states and are prone 

to subjectivity, fatigue, and other types of biases. AI can learn and analyse very complex patterns at 

an increased resolution or higher number of variables that are far beyond the capabilities of most 

human beings (Chavez-Badiola 2020a).  

The field of reproductive medicine and its ventures into the world of AI has, as yet, had a rather 

limited clinical impact (Goodman 2016). Evaluating embryo characteristics with digital imaging 

systems based on quantitative parameters has become an active research area (Lagalla 2015, 

Rocha 2017a). Efforts have been made to improve objectivity during the embryo selection process by 

combining multiple morphologic parameters and morphokinetic analysis in mathematical models to 

improve predictive value for development potential and implantation. Such models, however, are 

often limited to the initial development stages of the embryo, dependent on currently existing 

classifications, or require sophisticated time-lapse microscopy systems (Mio 2006, Storr 2015, 

Majumdar 2017).  

AI, an emerging technology aimed at embryo selection, may have additional applications, such as 

determining the diagnostic accuracy of PGT (Liang 2019). In medical practice, AI is becoming more 

accepted and promises the ability to analyse vast data sets at speeds not possible for humans to 

compute in the accepted time frame of preimplantation embryo culture. The advanced mathematics 

lends itself well to a static image or video analysis of embryo development and can compute and 
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analyse cryptic morphological features. By nature, it is non-invasive and, in due course, may be 

affordable and more accurate than established approaches as more data is evaluated and compared 

between different sources. Embryo grading by conventional morphology evaluation and 

morphokinetics analysis may not be the best or most accurate way to predict implantation potential, 

but it is standardised and recognised globally (Bormann 2020).  

1.3.1. AI and gametes  

Both invasive and noninvasive methods are used to select competent, healthy gametes for 

combination during assisted reproductive technology (ART) procedures. Every stage of ART 

treatment (fertilisation, embryo development, implantation, healthy clinical pregnancy) depends on 

high-quality, mature, genetically normal sperm and oocytes. Morphology of oocytes (cumulus-oocyte 

complex, polar body, and ooplasm defects) and motility characteristics of sperm (swim up, gradient 

centrifugation or laminar flow micro-channels on a chip, and PVP challenge) combined with 

morphology (vacuoles, head shape, and midpiece and tail defects) are routinely used to select 

gametes for insemination. Unfortunately, developmentally incompetent oocytes may exhibit the same 

morphology as competent ones, and even high-powered microscopy like IMSI (Intracytoplasmic 

morphological sperm injections) cannot detect DNA fragmentation in sperm. AI is perfectly suited to 

analyse and detect these defects better than the human eye, even aided by microscopy. Another 

approach has explored using AI in combination with immunogenetics data (HLA) to predict recurrent 

miscarriage (Moran-Sanchez 2019). This research suggests that accurately assessing the risk of 

recurrent miscarriage associated with a given pair of gametes could improve gamete donor selection 

and, therefore, increase pregnancy success rates. 

1.3.1.1. AI and reproductive urology 

In reproductive urology, early AI applications focused on semen parameters, but the technology has 

advanced to include the development of automated sperm detection, semen analysis, and disease 

prediction methods. AI technology for semen analysis, sperm viability, and DNA integrity has been 

bridged with external hardware devices and smartphone (mobile) applications (Dimitriadis 2019a, 

Kanakasabapathy 2017).  
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Semen analysis is a time-consuming, subjective, and labour-intensive process. It takes 

embryologists many years to develop the judgment to select sperm and the competence to perform 

intracytoplasmic sperm injection (ICSI) that produces very high rates of chromosomally normal BLs. 

Additionally, many embryologist hours are needed to find viable sperm for ICSI in certain surgical 

sperm extraction (TESE/TESA) samples, as well as to confirm the absence of sperm after a 

vasectomy. AI systems will likely perform these tedious, routine, and time-consuming tasks more 

accurately, if not much faster. Despite advances like computer-assisted semen analysis, automation 

of semen analysis has not been widely adopted, either because of cost or accuracy, and is still 

mostly performed by individual andrologists. AI technologies to predict which sperm is most likely to 

be chromosomally normal during ICSI or to identify a rare cell in a sample of mixed cell types have 

yet to be developed. However, commercial entities are now trying to solve these problems with 

promising results (Chavez-Badiola 2022).  

Reviewing the available literature, I see that in 2014, Sahoo et al. used data mining techniques to 

predict seminal quality in men, taking into consideration lifestyle (smoking and alcohol consumption) 

and environment (childhood diseases and fevers) factors to achieve varying model accuracy (MLP: 

92%, SVM: 91%, SVM+PSO 94%, NB: 89%, DT: 89%) to predict male fertility and to assess the 

importance of each feature employed to determine infertility (Sahoo 2014). Mirsky and colleagues 

employed interferometric phase microscopy along with support vector machine classifiers (SVM) to 

develop a model to assess sperm morphology and classify sperm into “good” or “bad” morphology 

with over 88% accuracy (Mirsky 2017). Kanakasabapathy and colleagues used smartphone 

microscopy with deep transfer learning to develop an inexpensive system that accurately measures 

sperm morphology based on Kruger's strict criteria (Kanakasabapathy 2017).  

Akinsal et al. trained an ANN to analyse age, height, testicular volume, ejaculate volume, FSH, LH, 

and testosterone to predict the presence of chromosomal abnormalities in azoospermic men with 

>95% accuracy (Akinsal 2018). This method can identify the patient population most likely to need 

genetic testing.  

1.3.1.2. AI and the impact of controlled ovarian stimulation on oocytes 

Liao et al. have shown that an ML-derived algorithm is useful to assist clinicians in making an 

efficient and accurate initial judgment on the condition of patients with infertility. In their study, over 

60,000 infertile couples’ medical records were evaluated using a grading system that classified the 
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patients into 5 grades ranging from A to E. The worst grade, E, represented a 0.90% pregnancy rate, 

while the pregnancy rate in the A grade was 53.8%. The cross-validation results showed the system's 

stability was 95.9% (Liao 2020). 

Letterie et al. evaluated a computer decision support system for managing ovarian stimulation during 

IVF following key decisions made during an IVF cycle: [1] stop stimulation or continue stimulation. If 

the decision was to stop, the next automated decision was to [2] trigger or cancel. If the decision was 

to continue stimulation, then the following key decisions were [3] the number of days to follow-up and 

[4] whether any dose adjustment was needed (Letterie 2020). The authors used data derived from an 

electronic medical records system of a female population undergoing IVF cycles and oocyte 

cryopreservation to include the patients’ demographics, past medical history, and infertility 

evaluation, including diagnosis, laboratory testing for ovarian reserve, and any radiologic studies 

pertinent to a diagnosis of infertility. The four key decisions during the ovarian stimulation and IVF 

process were compared to expert decisions across 12 providers; they were found to have a 

sensitivity of 0.98 for trigger and 0.78 for cycle cancellation.  

Controlled ovarian stimulation (COS) yields oocytes at various stages of meiotic maturity. 

Identification of MII (extruded polar body), MI (no polar body), GV (germinal vesicle indicative of 

prophase I), giant MII oocytes, and other abnormalities is primarily performed by embryologists; 

however, nuclear and cytoplasmic maturity cannot be assessed. Noninvasive AI methods to evaluate 

oocyte competency could become an important selection and prediction tool to reduce the number of 

embryos created and wasted (of paramount importance in countries that restrict supernumerary 

embryos), to reduce the number of embryos for trophectoderm (TE) biopsy and PGT, and to 

prognose the success of an IVF cycle. In the case of donor egg cycles, a tool to objectively assess 

oocyte quality and subsequent fertilisation potential may be very valuable to intended parents for 

psycho-social reasons. Additionally, experimental and research procedures like in vitro maturation 

(IVM) of oocytes, somatic cell nuclear transfer and reprogramming, in vitro gametogenesis (IVG), and 

more would benefit from prediction and selection AI systems.  

In 2011, Setti and colleagues performed a meta-analysis to identify the relationship between oocyte 

morphology and ICSI outcomes (Setti 2011). Their study demonstrated that a large first polar body 

and a large perivitelline space and the inclusion of refractile bodies or vacuoles are associated with 

decreased oocyte fertilisation. In 2013, Manna et al. performed a texture analysis of 269 oocyte 
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images and tracked the corresponding embryo development (Manna 2013). Texture features were 

used with a neural network to predict the outcome of a given cycle, meaning that multiple transfers 

were present in the data used for an AUC of 0.80. In 2021, Targosz and colleagues tested 71 deep 

neural network models for semantic oocyte segmentation (Targosz 2021). They trained their 

algorithm to classify the following oocyte morphologic features: clear cytoplasm, diffuse cytoplasmic 

granularity, smooth endoplasmic reticulum cluster, dark cytoplasm, vacuoles, first polar body, multi-

polar body, fragmented polar body, perivitelline space, zona pellucida, cumulus cells, and the 

germinal vesicle. In this study, the top training accuracy (Acc) reached about 85% for training 

patterns and 79% for validation ones when using one of the variants of the DeepLab-v3-ResNet-18 

model.   

In 2020, Kanakasabapathy and colleagues trained a CNN to predict fertilisation (2PN or non-2PN) 

potential from oocyte images and to identify oocytes with the highest fertilisation potential >86% of 

the time (Kanakasabapathy M 2020). Results from this study allow for the development of novel 

quality assurance tools used to monitor oocyte stimulation regimens, assess ICSI performance, 

maintain optimal fertilisation and embryo culture conditions, and evaluate oocyte vitrification and 

warming procedures. That same year, Dickinson and colleagues used deep CNNs to locate the first 

extruded polar body and to identify the correct location on the oocyte to inject sperm for ICSI. In their 

study, over 14,000 images of MII oocytes were used for training, validation, and testing. The deep 

learning CNN was able to correctly identify the location of the polar body and the corresponding 

location for sperm injection for a test set of 3,888 oocytes with 98.9% accuracy with a 95% 

confidence interval (CI) (Dickinson 2020). 

1.3.2. AI and embryo assessment   

By far, the most interesting area of interest in AI as applied to IVF is the use of image analysis of IVF 

embryos to predict reproductive outcomes (Dimitriadis 2022).  

1.3.2.1. Pronuclear-stage assessment 

Normal fertilisation follows an apparently definite course of events. Oocytes show circular waves of 

granulation within the ooplasm after ICSI. During this granulation phase, the sperm head 

decondenses and the second polar body is extruded. The formation of the male pronucleus follows 

this. Simultaneously, the female pronucleus forms and is drawn toward the male pronucleus until 

 47



A. Chavez-Badiola 

apposition is achieved. Both pronuclei then increase in size, and their nucleoli move around and 

arrange themselves near the common junction (Tosti 2016). Only zygotes with two distinct pronuclei 

are considered normal and appropriate for transfer. It is critical that embryologists assess fertilisation 

status correctly, as there is only a small window in which pronuclei can be properly counted.  

Fertilisation checks and embryo quality assessments require manual examination, status recording, 

and embryo development scoring. These processes are labour-intensive and subjective. In 2019, 

Dimitriadis and colleagues described the development of a CNN that can distinguish between 2PN 

and non-2PN zygotes at 18 hours post-insemination with >90% accuracy (Dimitriadis 2019b). This 

system can be used as an embryologist's aid to help confirm the fertilisation assessment of each 

oocyte. It can also monitor individual embryologists performing ICSI in a clinical setting for advanced 

quality assurance to improve patient outcomes (Bormann 2021). 

At the pronuclear stage, morphologic scoring, including alignment and size of pronuclei, alignment 

and number of nucleoli, and halo effect of the cytoplasm, can serve as a valuable noninvasive 

selection method in addition to the assessment of morphologic characteristics on the day of transfer. 

The morphologic features of the pronuclear zygote are related to implantation and pregnancy rates 

(Scott 1998, Scott 2000, Tesarik 1999). Pronuclear evaluation, therefore, is considered helpful in 

determining the most suitable embryos for transfer, thus achieving an optimal chance of conception 

(Lan 2003, Zollner 2003).  Manually scoring zygotes is a labour-intensive and subjective activity. As 

such, few practices continue to assess this critical stage of development. However, using AI, these 

predictive features may be readily incorporated into an embryo selection algorithm (ESA). In 2021, 

Zhao and colleagues used CNNs for the segmentation of pronuclear-stage embryos. They examined 

the morphokinetic patterns of the zygote cytoplasm, zona pellucida, and pronuclei. Their manually 

annotated test set had a precision of >97% for the cytoplasm, 84% for the pronuclei, and 

approximately 80% for the zona pellucida. The authors concluded that their CNN system has the 

potential to be applied in practice for pronuclear-stage human embryo segmentation as a robust tool 

with high precision, reproducibility, and speed. 

1.3.2.2. AI and cleavage stage-assessment 

Embryos are at the cleavage stage 2-3 days after fertilisation and reach the blastocyst (BL) stage 5-7 

days after fertilisation. Cleavage-stage embryos are generally selected for transfer based on cell 

number, degree of cellular fragmentation, and the overall symmetry of the blastomeres (Prados 
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2012). Traditional methods of embryo selection rely on visual embryo morphological assessment and 

are highly practice-dependent and subjective. Advances in time-lapse imaging (TLI) techniques have 

enabled regular and automated data acquisition of embryo development under controlled 

environments, along with identifying objective morphokinetic parameters (Azzarello 2012, Cruz 2012, 

Hlinka 2012, Lechniak 2008, Lemmen 2008). However, when used by trained embryologists, the 

developed time-lapse ESAs have shown promising results only in identifying embryos with low 

developmental potential. Adding TLI systems to conventional manual embryo testing did not improve 

clinical outcomes but increased embryo morphology assessment times (Chen 2017, Conaghan 2013, 

Kaser 2016, Kirkegaard 2015). Dimitriadis and colleagues demonstrated a fast and simple cohort 

embryo selection (CES) method for selecting cleavage-stage embryos that will develop into high-

quality BLs. This study demonstrated the ability of embryologists to quickly identify high-quality 

cleavage-stage embryos when all embryos in the cohort were simultaneously compared in a single 

image. This selection method outperformed traditional cleavage-stage embryo ranking methods 

based on morphology and adjunctive morphokinetic TLI parameters (Dimitriadis 2017). This method 

is excellent at identifying high-quality embryos from a cohort; however, this method of selection is 

subjective and lacks consistency between operators.  

Vision learning technology has been proposed to overcome the labour constraints and subjective 

nature of assessing and selecting embryos based on morphology and morphokinetic measurements. 

Kanakasabapathy and colleagues used deep learning CNNs to train and validate embryo 

assessments on day 3 embryo images based on embryo developmental outcomes recorded on day 

5 of culture. This algorithm was trained to make the following day-5 developmental predictions: 

embryo arrest, morula, early BL, full BL, and high-quality BL. Using a test set of 748 embryos, the 

algorithm's accuracy in predicting BL development at 70 hpi was 71.87% (CI: 68.41% to 75.15%) 

(Kanakasabapathy 2020b). 

To evaluate the potential improvement in predictive power, Kanakasabapathy and colleagues also 

compared the accuracy of predictions by embryologists in identifying embryos that will eventually 

develop into BLs when presented with embryo morphology imaged on days 2 and 3 of development. 

Additionally, their performance was evaluated with and without the use of Eeva’s three-category TLI 

algorithm that uses P2 (duration of the 2-cell stage) and P3 (duration of the three-cell stage) to 

predict BL development (VerMilyea 2014). The neural network significantly outperformed the 

embryologists in identifying embryos that will develop into blastocysts correctly (P < 0.0001) and the 

 49



A. Chavez-Badiola 

overall accuracy in prediction, regardless of the evaluated methodology (P <0.0001). This was the 

first AI-based system for predicting the developmental fate of cleavage-stage embryos 

(Kanakasabapathy 2020b). 

Bormann and colleagues described an early warning system for using cleavage-stage embryos and 

statistical process controls for detecting clinically relevant shifts due to laboratory conditions 

(Bormann 2021). This study presented a novel key performance indicator (KPI) for monitoring 

embryo culture conditions at the cleavage stage of development. This AI-based KPI predicted the 

percentage of cleavage-stage embryos that would develop into high-quality blastocysts on day 5 of 

development. Compared with 5 established cleavage-stage KPIs, this AI-based KPI for predicting 

high-quality blastocyst formation had the highest association with ongoing pregnancy rates 

(R2=0.906). This is the first AI-based cleavage-stage KPI demonstrated to detect changes in a culture 

environment that resulted in a shift in pregnancy outcomes.   

Carrasco et al. used 800 cleavage-stage embryo images with decision tree methods and statistical 

analysis of features to determine the implantation potential of cleavage-stage embryos (Carrasco 

2017). Wang et al. extracted features from textures from 206 micrographs of early embryos (2h of 

development) (Wang 2018). SVM was used (10-fold cross validation) to achieve 77.67% accuracy 

and 0.78 of AUC to predict the early embryo development stage (initial and days 1, 2, 3, and 4). Kelly 

and colleagues used CNNs to identify safe regions on a cleavage-stage embryo to perform laser-

assisted hatching. This study utilised more than 13,000 annotated images of cleavage-stage 

embryos to develop an algorithm identifying the largest perivitelline space region or atretic/

fragmented blastomeres. These regions of the cleavage-stage embryos were considered the safest 

at which to perform laser-assisted hatching. The AI-trained network was tested on almost 4,000 

cleavage-stage images and had 99.4% accuracy with a 95% CI ranging between 99.1% and 99.6% 

(Kelly 2020). Using CNNs, Meyer and colleagues were able to classify cleavage-stage embryos as 

aneuploid or euploid with a high specificity and thus successfully identify 85.5% of aneuploid 

embryos (Meyer 2020). These results demonstrate the ability of CNNs to identify noninvasive 

markers for detecting genetically abnormal embryos. Collectively, these studies show that various AI 

techniques can be utilised to extract unique features from cleavage-stage embryos, which may be 

used for classification, assessment ranking, or to aid in clinic decision-making.  

1.3.2.3. AI assessment of blastocysts  
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A key question about blastocyst assessment needs to be answered: when do we evaluate 

blastocysts? Since blastocyst development is dynamic, do we evaluate and grade blastocysts when 

they exhibit the “best” appearance? Or should we evaluate them at a particular time? This question 

has yet to be answered by existing AI applications, which have utilised both fixed and flexible time-

based evaluation methods (Glastein, 2023). 

Another issue with blastocyst assessment involves grading. For instance, the problem with using 

Gartner-type blastocyst grading to assess embryo quality is that it is subjective and does not include 

quantitative parameters. It is a visual estimate of the number, size, and morphology of the inner cell 

mass (ICM) and TE cells. On the other hand, BL expansion can be easier to standardise if we use 

measurement tools and volume ratios. The number and compaction of the cells estimate the quality 

of the ICM (Gartner 2000). However, the minimum number of ICM cells necessary to develop into a 

viable human foetus is unknown. In addition, the ICM is a cocktail of pluripotent (epiblast) and 

primitive endoderm (hypoblast) cells. The size of the ICM alone does not indicate the composition of 

the cells within.  

Assessing TE cells is more challenging, as the cell number, shape, nuclear content, and position in 

the expanding BL are not standardised. AI methods that use segmentation of the BL will enable us to 

score TE complement objectively. Judging the ICM's compaction is more accessible than assessing 

TE quality.  

Both blastocyst cell types (ICM and TE) are required for successful implantation. Since current BL 

grading systems are very simple, it is no surprise that they are not very informative when used to 

predict implantation. More complex and detailed BL grading systems correlate well with implantation 

potential and ploidy assessment. In their recent paper, Zhan et al. converted alphanumeric blastocyst 

grades into a numeric score for statistical analysis and correlations (Zhan 2020a). By using AI, we 

might be able to strengthen the correlation between blastocyst assessment and outcome more 

objectively. Also, the ability of AI blastocyst applications predicted by early developmental versus 

later developmental events needs to be explored.   

1.3.2.4. Training databases 

Most training data sets used in AI protocols are labelled data, i.e., supervised learning. Humans 

perform labelling, and thus, it is very subjective. In addition, if clinical outcome data are used, 
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humans select the embryos for transfer. The requirement for heterogeneous, diverse training data, 

including an ethnically and racially diverse population of patients, is essential. A balanced data set is 

also important to eliminate bias in AI learning (Swain 2020). Unsupervised learning is an attractive 

alternative that needs to be explored.  

1.3.2.5. AI and Time-lapse microscopy image analysis 

AI algorithms can be applied to “raw” TLI images. Supervised AI training using previously labelled 

images was developed in a recently described image analysis system (Tran 2019). The labels 

included BL and morphokinetic annotations with positive or negative implantation results. One of the 

system's drawbacks was its reliance on humans to create the labels, introducing biased observations 

and scores. The other problematic practice was using non-viable, non-fertilised, or discarded material 

for negative training groups to increase the training data set. The rationale behind this was the 

establishment of a completely automatic system that would also be able to recognise these negative 

embryos. The question remains: will the developed algorithms perform equally well after removing 

the discarded group? And are they superior to the BL grading system (Kan-Tor 2020b)?  

In another recent study, a different approach was used to predict BL development. It used TLI data 

up to day 3 of embryo development. Two AI algorithms were developed: an automatic morphokinetic 

data model (temporal) and a TLI embryo image model (spatial). Both models have comparable 

predictive power (~0.7). When combined, the different weights were used to optimise blastocyst 

prediction. Interestingly, more weights were given to the morphokinetic data compared to the images. 

Compared to embryologists, the AI model performed better in sensitivity and specificity (Liao 2021). 

In another TLI study, BL prediction was accomplished using morphokinetic TLI data from the first 

three days of development. Interestingly, by applying a self-improvement (reinforcement) strategy, 

the predictive power of the AI system improved (d’Estaing 2021).  

We have yet to fully discover the oocyte, zygotic, and embryonic development parameters that 

predict embryo blastocyst development. Early parameters of zygotic (cytoplasmic movement) 

development, analysed by AI-powered methods, have been shown to be predictive of blastocyst 

development. Compared to human evaluation and prediction using morphological parameters, AI-

based methods using cytoplasmic kinetics showed an average of 10% higher accuracy (Coticchio 

2021).  
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One novel approach to assessing blastocyst quality is using AI to evaluate a quantitative standard 

expansion assay (qSEA). This measures the kinetics of blastocyst expansion and correlates to the 

outcome, where faster-expanding blastocysts exhibit higher implantation potential (Huang 2021).  

The following novel embryo parameters have been proposed by Bori et al. to be included in AI 

selection models: pronuclear kinetics, blastocyst measurements, the size of the ICM, and the cell 

cycle length of the TE cells. The authors' algorithm must be evaluated on the IVF patient population 

to verify the general utilisation of their proposed model (donor oocytes). The same group presented a 

novel model utilising AI to predict embryo implantation. Utilising AI image analysis combined with the 

embryo proteomic profile of PGT euploid embryo spent culture media. The authors were able to 

demonstrate very high implantation prediction. Although the study is preliminary, it demonstrates the 

power of AI to combine different data points (proteins and morphology) (Bori 2020). 

1.3.2.6. Single-image analysis 

The object of a study by Khosravi et al. was to establish an AI deep learning model that can evaluate 

BL quality (Khosravi P 2019). In this AI-based prediction model, the BL expansion was an important 

parameter, followed by ICM and TE quality. The precise time point used for the AI evaluation (110 hr) 

demonstrated the importance of embryo developmental kinetics for embryo prediction. In a 2020 

study by Bormann et al., a single image from the TLM image pool at 113 hr was used for analysis 

(Bormann 2020). A CNN system was used to classify BLs based on the presence of the cavity and 

the morphological quality of the ICM and TE. Similar to Khosravi et al., Bormann’s group 

demonstrated that the accuracy of this system for classifying blastocysts versus non-blastocysts was 

very high (91%). Using the genetic algorithm, the authors established a blastocyst (BL) ranking 

system called the “BL score. ”The evaluation of the AI BL selection method, using implantation 

outcomes of the blastocysts selected by humans for transfer, showed over 50% per cent positive 

outcomes. It will be necessary to perform a comparative prospective study to identify the 

(dis)agreement in blastocyst selection for transfer between AI models and embryologists. The 

emerging question is how different the blastocyst selection for ET is between embryologists using the 

blastocyst grading system (Gartner) and AI model selection. How often will the AI choose a different 

blastocyst for ET than the embryologist within the cohort of available embryos? There is a lot of 

disagreement among embryologists grading blastocysts, but how often is the best BL chosen for ET? 

There are no standards for choosing an AI system for embryo evaluation. They depend on the type of 
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data, the size of the data set, and the output queries (Fernandez 2020). It will be helpful to compare 

multiple AI models on the same data set.  

Other AI models do not use a specific time point for image analysis. In the model by VerMilyea et al., 

the “viability” of the embryos was categorised based on the embryologist-given grade (Gartner), 

where a “3BB” blastocyst was a cut-off for viable and non-viable classes using foetal heart 

measurements (VerMilyea 2020). Using computer vision image processing and deep learning, the 

authors achieved an overall accuracy of over 60% and an average accuracy improvement of 24% 

over embryologist grading.  

1.3.2.7. Automatic annotation 

One potentially confounding factor that can affect AI protocols is that the morphokinetic annotations 

are done by humans and are subjective. Developing AI models to recognise abnormal karyokinetic 

(nuclear) and cytokinetic abnormalities (direct divisions 1–3, cell fusion) will be necessary for optimal 

automatic annotation.  

Most ML embryo assessment and selection methods have used “computer vision methods” utilising 

visual data (TLI or microscopic images). CNN is a method of choice to process visual information. It 

can be used for automatic cell annotation (Malmsten 2020), cell detection and tracking (Leahy 2020), 

embryo grading and selection, and BL and implantation prediction (Louis 2021). All of these studies 

were done on retrospective data under experimental settings. The clinical application of AI still 

requires prospective studies.   

1.3.2.8. Implantation prediction 

In studies using AI to predict embryo implantation potential on static (Chavez-Badiola 2020a, see 

chapter 3 of this thesis) or TLI images, secondary factors such as laboratory conditions or other 

human factors have not been analysed or included in the models. Culture conditions and human 

expertise are important factors that influence embryo development and quality. These factors will 

need to be included in the models to achieve a useful and objective prediction. In addition, we know 

that successful implantation and live birth depend on other factors not inherent to the embryo. 

Predicting implantation solely on embryo quality is an incomplete assessment. AI embryo prediction 

models should focus on ranking the embryos within the patient cohort rather than on implantation 
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prediction. The variation in success rates among IVF centres and labs prevents the establishment of 

universal AI models for implantation prediction (Zaninovic 2020).  

1.3.2.9. AI for detecting aneuploidy  

As mentioned in Section 1, PGT-A remains the most objective way to assess an embryo. However, 

its invasive nature, cost, and the sometimes misplaced assumption of diagnostic accuracy limit a 

more widespread use. It is no surprise that noninvasive approaches for embryo selection, including 

time-lapse morphokinetic evaluation (Campbell 2013), morphology assessment (Capalbo 2014, Zhan 

2020b), and AI systems (Pannetta 2018), have aimed to compare PGT-a outcomes against their 

findings. However, it is still difficult to find studies presenting AI systems for embryo ranking trained 

against ploidy status as ground truth. The study presented in Chapter 4 of this thesis is likely the first 

published work of its kind, demonstrating the potential of using a single static BL image to predict 

embryo euploidy and assist embryologists in noninvasive embryo selection (for more details, refer to 

Chapter 4). 

We anticipate that other similar full-paper publications will follow shortly, presenting new approaches 

aimed at embryo selection based on ploidy. These studies will perhaps target time-lapse sequences 

(Barnes J 2020) and incorporate omics (Bori 2021), noninvasive chromosome screening tests 

(Chavez-Badiola 2020 c. See Chapter 3), as well as new AI approaches. Building high-quality 

datasets from diverse settings while managing hype (VerMilyea 2019b) and expectations are 

challenges that will remain.  

Evidence appears to be accumulating in support of using AI for embryo selection. Loewke et al. 

(2022) conducted a retrospective study evaluating an AI model for ranking blastocyst-stage embryos. 

The study demonstrated the AI model's potential to improve clinical pregnancy prediction compared 

to manual morphology grading, although it also identified limitations related to image quality, bias, 

and granularity of scores that may impact clinical use. Similarly, Salih et al. (2023) presented a 

systematic review of 20 studies, finding that AI models consistently outperformed embryologists in 

predicting embryo quality and clinical outcomes. This highlights AI's potential to enhance the 

reliability of embryo selection in IVF. However, the authors conclude that while the results are 

promising, further research and validation are necessary before implementing AI for embryo selection 

in clinical practice. 
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1.4. Thesis perspectives  

AI has long been utilised in other industries and has recently found a place in medical imaging; 

however, it is just beginning to make an impact on the clinical practice of reproductive medicine, a 

field familiar to rapid advancements and open to using new technologies to achieve the ultimate goal 

of a healthy baby. 

The IVF process in its current form is still artisanal, subjective, prone to error and difficult to replicate. 

These flaws impact outcomes and become most evident during decision-making processes, which 

require highly skilled operators’ attention, experience and the ability to interpret images in real-time, 

as is the case for embryo selection. The introduction of AI has the potential to become a new 

standard in decision-making, bringing standardisation and replicability in the process by assisting 

embryologists during decision-making.  The challenge remains to develop AI systems that are widely 

applicable across clinics and independent of differences in protocols and populations. Such is the 

purpose of this thesis. 

1.5. Thesis aims 

The specific aims of this thesis of this thesis are: 

Specific aim a. To present means of predicting pregnancy test results after embryo transfer by 

image feature extraction and analysis using machine learning. 

Specific aim b. To present the potential of an Embryo Ranking Intelligent Classification Algorithm 

(termed “ERICA”) as an AI-powered clinical assistant with embryo ploidy and implantation 

predicting capabilities. After that, to test the hypothesis that ERICA can be used to predict ploidy 

status in IVF embryos. 

Specific aim c. To use artificial intelligence (AI) embryo selection (ERICA) based on static images in 

a retrospective pilot study to explore the hypothesis that it can predict first-trimester pregnancy loss. 

Specific aim d. To develop the first automatic method for segmenting all morphological structures 

during the different developmental stages of the blastocyst. After that perform a sensitivity analysis to 

test the hypothesis that this method is robust. 
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2. Materials and Methods  
Individual methodologies and study design approaches are given in the individual chapters. Unless 

otherwise specified, ovarian stimulation, oocyte retrieval, embryo culture, preparation for embryo 

transfer, and embryo transfer were performed according to standard operation procedures and 

protocols at New Hope Fertility Center clinics in Mexico and are common to all relevant chapters. 

This chapter describes these steps for reference and is standard practice in IVF. 

2.1. Ovarian stimulation and embryo culture 

The stimulation, fertilisation, and culture processes followed standard protocols, in brief: following 

stimulation and oocyte retrieval (Zhang 2016), oocytes were placed in Human Tubal Fluid medium 

(HTF®, Life Global, EUA) for 2 hours before cumulus stripping. The metaphase II oocytes were 

inseminated by Intra-Cytoplasmic Sperm Injection and then cultured in a continuous single culture 

complete medium with Human Serum Albumin (FUJIFILM IrvineScientific, Inc., EUA), covered with 

Life-Guard Oil ® (Life Global, EUA) to be incubated for 5 to 6 days (CO2 8.5%, O2 5%) (Tri-gas; 

Astec, Japan). The culture medium was renewed after the third day of incubation. 

2.2 Embryo transfer 

Fresh transfers were performed five days after oocyte retrieval. Luteal support (LS), started on the 

night of oocyte retrieval, was 400 mg vaginal progesterone (Geslutin, Asofarma, USA) every 12 

hours until the pregnancy test and then until week 8 if pregnant. For frozen embryo transfers, 

endometrial preparation was started with 4 mg oral estradiol (Primogyn, Schering AG, Colombia) 

from day 3 of the menstrual flow and supplemented with 400 mg vaginal progesterone (Geslutin, 

Asofarma, USA) every 12 hours starting on cycle day 14–16; both continued until the pregnancy test. 

If the test was positive, progesterone was continued until week 8, following the same schedule. 

Blastocysts were thawed 2–4 hours before embryo transfer on day 6 from the beginning of LS. 

Vitrification and warming were performed using the Cryotop method and vitrification/thawing kits 

(Kitazato, Japan) as described elsewhere (Kuwayama 2005, Kuwayama 2007). 

2.3. Ethical considerations  

All patients signed appropriate consents for routine treatment. Since all studies included in this thesis 

were retrospective for image processing validation with no additional intervention, Institutional 

Review Board (CONBIOETICA 09-CEI-00120170131) approval was waived (RA-2018-01, 10/2018) 
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by New Hope Fertility Center’s Research and Bioethics Committee. According to Mexican regulation, 

the above mentioned committee is registered by the National Commission of Bioethics 

(CONBIOETICA).  

All the data employed for the studies included in this thesis was anonymised, and the authors did not 

have access to any information that could reveal the patient’s identities during the study. 
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3. Predicting pregnancy test results after embryo transfer 
by image feature extraction and analysis using machine 
learning (specific aim a) 

The following chapter is encapsulated in a prior published work: 

Chavez-Badiola A, Flores-Saiffe Farias A, Mendizabal-Ruiz G, Garcia-Sanchez R, Drakeley 

AJ, Garcia-Sandoval JP. Predicting pregnancy test results after embryo transfer by image 

feature extraction and analysis using machine learning. Scientific reports. 2020 Mar 

10;10(1):4394. 

My personal contribution include the original idea of applying AI methods for embryo evaluation, 

testing different AI approaches, building databases, literature review, analysis of results and 

discussion. 

Some of the specific wording is changed in order to give context to a thesis chapter, however the 

majority remains unchanged as the words were originally authored by myself. 
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3.1. Chapter summary 

This study addressed the research question “Can positive a beta human chorionic gonadotropin (b-

hCG) test after embryo transfer be predicted by assessing both the morphology of embryo and 

patient features with an automated static digital image analysis system using artificial intelligence and 

other classifiers?” I, and my co-workers, employed two high-quality embryo micrographs databases 

with pregnancy outcomes. Together, we created a system consisting of different classifiers that is fed 

with novel and objective morphometric features extracted from the digital micrographs, along with 

other non-morphometric data to predict positive h-bCG. The system was evaluated using five 

different classifiers: a probabilistic Bayesian, a high-dimensional linear classifier (Support Vector 

Machines), a Deep Neural Network, a decision tree, and Random Forest, using cross-validation to 

assess the models generalisation capabilities. With the use of the computed morphological features 

in combination, the SVM classifier and using an objective of 20X, it was possible to achieve an F1 

score of 0.76, accuracy of 0.75, and a sensitivity of 0.77. Using an objective of 40X and a Random 

Forest classifier, a predictive model was created with 0.74 of F1 score, an accuracy of 0.67, and a 

sensitivity of 0.78. The results obtained indicate the feasibility of using the system to predict positive 

implantation test from a single digital image to prognosis, offering a potential new and practical 

approach to embryo classification and selection that may be easily integrated into clinical practice.  

3.2. Chapter introduction 

As pointed out in Section 1, since the inception of IVF, embryo morphology has been the gold 

standard for embryo selection. Despite clear and detailed guidelines for morphology-based 

classifications, embryo morphology assessment remains an artisanal technique lacking objectivity 

and reproducibility, limiting its overall predictive value. Furthermore, current scoring systems for 

human blastocysts focus on only 3 parameters, i.e., degree of expansion, quality of inner cell mass 

and quality of trophectoderm; other features that may have an impact on development potential are 

essentially disregarded (Yoshida et al., 2018; Sciorio et al., 2018). 

The challenges inherent in image-based diagnosis and decision-making are not unique to 

reproductive medicine. Efforts directed at improving accuracy and standardisation of image analysis 

through development of computer-aided tools have recently gained attention in other medical fields 

(Gandomkar et al., 2018; Rebouças Filho et al., 2017; Tang et al., 2017), including dermatology and 
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oncology, in which linguistic data mining, deep learning techniques and architectures are used for 

image analysis and to assist diagnosis (Guo et al., 2014; Hu et al., 2018). 

The field of reproductive medicine has also ventured into the world of artificial intelligence (AI) 

(Goodman 2016) but, as yet, with rather limited clinical impact. Evaluating embryo characteristics 

with digital imaging systems based on quantitative parameters has become an active research area 

(Lagalla 2015; Rocha 2017a). Efforts have been made to improve objectivity during the embryo 

selection process by combining multiple morphologic parameters and morphokinetic analysis in 

mathematical models to improve predictive value for development potential and implantation. Such 

models, however, are often limited to the initial development stages of the embryo, dependent on 

currently existing classifications, or require sophisticated time-lapse microscopy systems (Mio 2006, 

Storr 2015, Majumdar 2017). 

3.2.1. Chapter aims 

With the above in mind, this first results chapter pursued the following specific aims:


Specific aim ai: To develop a computer-aided classification system, “AIR E®,” designed to identify 

novel and objective morphologic parameters at the blastocyst stage of development in-vitro, is 

presented. 


Specific aim aii: To test the hypothesis that AIR E® can distinguish implanted vs non-implanted 

embryos, validating using a set of embryos from single embryo transfers. 

3.3. Material and Methods  

A morphometric analysis of micrographs of blastocysts transferred as single embryos between 2015 

and 2019 at two fertility centres in Mexico (dbA and dbB) was undertaken. The databases were 

tested both independently and combined (dataset named ALL). 

A total of 221 blastocysts were photographed on days 5-6 after insemination using either of two 

inverted microscopes: Olympus IX71 (dbA) or Olympus IX73 (dbB), both with Hoffmann modulation 

contrast, a digital camera and a Hamilton Thorne ZILOS-tk® Laser camera. Images taken at different 

magnifications were selected to assess the ability of the computational tool to standardise image 

processing regardless of magnification: images taken at 20x (total magnification 200x) and images 
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taken at 40x (total magnification 400x). Each blastocyst was photographed one time only, with a 

focus on the zona pellucida and trophectoderm. 

TABLE 3.1 Description of relevant metadata of the databases, including the objectives used, the oocyte source, mean 
age of the oocyte, the embryo stage, proportion of fresh samples, and b-hCG ≥20. *4 unknown 

All transfers were single embryo transfers of D5 blastocysts (>180u in diameter as measured before 

transfer), performed following previously published protocols (Zhang et al., 2016). In brief, fresh 

transfers were performed 5 days following oocyte retrieval. Luteal support was given as 400mg 

vaginal progesterone (Geslutin, Asofarma, USA) every 12 hours until the pregnancy test. For frozen 

embryo transfer, endometrial preparation was started with 4mg of oral estradiol (Primogyn, Schering 

AG, Colombia) from day 3 of the menstrual period and supplemented with 400mg vaginal 

progesterone (Geslutin, Asofarma, USA) every 12 hours starting on day 14-16 of the cycle; both were 

continued until the pregnancy test. Blastocysts were thawed 2-4 hours before embryo transfer on day 

+6 from the beginning of luteal phase support. 

Assisted hatching was performed on all embryos. Embryoglue (EmbryoGlue®, Vitrolife, Sweden) was 

used as transfer medium in all transfers. Transfers were performed with Kitazato catheters (Kitazato, 

Japan) under transvaginal ultrasound guidance. 

3.3.1. Positive b-hCG and confirmation 

Seven days following embryo transfer, a quantitative b-hCG assay was performed. A positive 

pregnancy test was defined as a beta hCG level ≥20mUI/mL. 

Feature dbA dbB

Objectives (20X, 40X) (90, 44) (4, 83)

Donated oocytes (%) 16.92 % * 12.64 %

Mean oocyte age (STD) 34.11 (6.09) 34.93 (4.96)

Embryos expanding 

Embryos hatching 

Embryos hatched

62.69 % 

32.83 % 

4.48 %

78.17 % 

17.23 % 

4.60 %

b-hCG ≥ 20mUI/mL (%) 52.98 % 56.32 %

Proportion of fresh oocytes 13.43 %
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3.3.2. Image analysis and statistical assessment 

An image processing algorithm available in the AIR E® prototype system was used to analyse all 221 

blastocysts included in the study (see Figure 3.1.). Using AIR E®, expert embryologists manually 

delimited the zona pellucida and the trophectoderm. Then, the algorithm converted the images to 

grey scale and computes 24 morphological features related to perimeters, areas, information 

quantity, edges, and dispersion of the embryo images. As metadata, we included the age of the 

patient in years. 

 

FIGURE 3.1. Overview of the AIR e ® pipeline. Once the embryo image is taken, it is passed through Segmentation, 

Feature Extraction, Feature Selection, and Classification. 

The feature metrics were then converted to micrometres using a factor obtained from each 

microscope and objective. Afterwards, AIR E® selects the 15 features with greater information gain, 

which uses the concept of entropy to compute the most useful features. Then AIR E® uses Principal 

Component Analysis to perform dimensionality reduction. Using the 15 main Principal Components, 

we trained a supervised model to classify samples with b-hCG ≥ 20mUI/mL. Five models were 

tested: 1) Naive Bayes, 2) v - Support Vector Machine (v-SVR model for minimisation of the errors, 

and an RBF kernel with g=0.14), 3) deep Neural Network (three layers of 30 units each and one with 

10 units, ReLu activation function, Adam solver, and L2-Regularisation of 0.0001), 4) decision tree 

(unrestricted), and 5) Random Forest (100 trees). To assess the generalisation capability of the 

classification models and avoid over-fitting, we used a stratified 10-fold cross-validation, and the 

reported measures are the average of the results of each fold. We computed the sensitivity, 

specificity, precision, accuracy, F1 and Area Under the receiver operating characteristic Curve (AUC) 

to assess the results. 
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3.4. Results 

A total of 221 transferred blastocysts were included in this study: 134 from dbA; and 87 from dbB. Of 

these, 26.4% (95% CI 20.7% - 32.2%) were hatching blastocysts when the image was taken (2-3 

hours post-warming in the case of vitrified embryos), 69.1% (95% CI 62.5% - 75.1%) were fully 

enclosed by the zona, and 4.5% (95% CI 2.2% - 8.2%) were hatched. The mean maternal/donor age 

was 34.4 years. Overall positive pregnancy rate was 54.1% (95% CI 47.3% - 60.8%). Table 1 shows 

the differences and similarities between the two datasets. 


3.4.1 Embryo identification capability 

Following manual segmentation of images, the mathematical algorithm of the software AIR P.2® was 

able to extract all features from all 221 images automatically and to compute these for prognosis. 

3.4.2. Positive b-hCG prediction 

With the 24 morphological characteristics and the age of the oocyte, we extracted the 15 more 

relevant features for each of the three runs. After this extraction, the 15 principal components were 

calculated and used for training the four different models. The best models for each database were 

selected based on the best F1 score: SVMs performed best in dbA and ALL databases, while 

Random Forest in the dbB database. Figure 2 shows sensitivity, specificity, precision, accuracy, F1 

score, and AUC for the best model for the three datasets.  

                   

FIGURE 3.2. Comparative chart of the best model for each database. The dbA and ALL databases obtained the best 

F1 score using the Support Vector Machine model, and the dbB database using the Random Forest model. AUC – 

Area Under the receiver operating characteristic Curve. 
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False positive rate (FPR) and false negative rate (FNR) were also computed for all three datasets 

(See Table 3.2). 

TABLE 3.2. False positive (FPR) and negative rates (FNR). 

To ensure that the results are not a consequence of over-fitting, we randomised the pregnancy test 

results over all samples and tested the models. For the dbA database, the SVM obtained an F1 of 

0.52; the dbB database obtained an F1 of 0.52 on the RF model, and the ALL database obtained an 

F1 of 0.57 on the SVM model.  Using all the dataset, we obtained precision of 0.66, and sensitivity of 

0.69.  

3.5. Chapter discussion 

The results of this study suggest software prototype AIR E®, is able to extract features that increase 

the predictions of success in embryo transfer defined as a positive b-hCG test. 

In sensitivity, the dbA and dbB databases performed very similar. But specificity and accuracy, dbA 

overcame dbB because of the high FPR of the latter. The main differences between these two 

datasets are the objective used in the microscopy and the proportion of expanding/hatching embryos, 

which suggest that these variables could influence the specificity; however, other confounding factors 

might influence the outcome. 

Using all the dataset, we obtained a sensitivity of 0.69, which could be interpreted as a 69% success 

rate if the algorithm labels an embryo as a positive b-hCG. This success rate is close to the success 

rate of an embryo with a euploidy test. However, we emphasise that the present work is only a pilot 

study, and the validity of the proposed model needs to be shown prospectively with a larger sample 

size. 

Image-based diagnoses and subsequent decision-making processes are challenging in that unless 

they are objective and standardised, they are likely to impact on prognostic accuracy and efficiency 

of decision-making. Current embryo selection is in such a predicament since most accepted 

dbA dbB ALL

FPR 0.16 0.20 0.19

FNR 0.18 0.13 0.17
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classifications are based on subjective assessments during an artisanal process performed by 

embryologists with various degrees of training and expertise. Furthermore, and perhaps in the 

interest of simplicity, current non-morphokinetic classifications are structured based on 

characteristics which require no measurements; they are therefore subjective, disregarding variables 

or characteristics that cannot be identified by the naked eye, but which could potentially be reflective 

of development potential.  

By contrast, computer-aided image processing tools can identify, in an automated, objective, and 

replicable fashion, key image characteristics beyond what is recognisable by the “naked eye”. These 

technologies could thus help transform current classifications from subjective and morphology-based, 

to objective and standardised image processing. In reproductive medicine, efforts have been directed 

towards implementing computational tools and artificial intelligence software for the embryo selection 

process, but until recently (Fishel 2018), most of these efforts have either focused on predicting 

blastocyst formation (Goodman et al., 2016) or they have been designed to fit current embryo 

classifications (Rocha 2017b,c). 

In a recent study, Rocha et al. (2017a), described a computer-aided image processing tool aimed at 

identifying morphologic features from blastocysts and then used these features to objectively classify 

embryos based on current blastocysts scoring systems (i.e. Gartner and Schoolcraft), through a 

complex neural networks protocol (i.e. genetic algorithm) (Rocha 2017b). Their method still uses 

existing classification systems, moving this step further through automation but failing to link embryo 

classification to viability prediction. Our current software prototype, on the other hand, takes a 

different approach by disregarding existing classifications and linking independent and new variables 

to prognosis. By bypassing “standard” morphology, the prognosis determined by the algorithm could 

allow an embryo ranking system and a more straightforward decision-making process during embryo 

selection for transfer. Another cornerstone of Rocha’s approach is that input information came from 

micrographs obtained from the EmbryoScope (Rocha et al., 2017a), allowing the investigators to 

standardise variables related to the use of different imaging protocols and settings (e.g. camera type, 

objectives, microscope type, etc.). This advantage, however, seems to be tempered by a lack of 

flexibility, for example, the inability to classify hatching embryos and, even more importantly, a 

limitation in the form of a requirement for expensive time-lapse equipment. Once again, we decided 

against a tempting standardised approach but instead trained our algorithm for image extraction and 

processing after identifying and automatically standardising for imaging variables. In this way, we 
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aimed to generate a computational tool that could be widely implemented in clinical practice with 

equipment currently available in most IVF laboratories. 

To the best of my knowledge, this is the first time an image processing computational system is used 

to search for new variables related to prognosis beyond conventionally used parameters found in 

current classification systems and which lack clear prognostic value. Since classification algorithms 

thrive on numbers, the authors are currently carrying out a study with a larger sample size and 

improving the feature extraction algorithm with the final goal of developing a blastocyst ranking 

system based on prognosis. The validity of the model remains to be demonstrated prospectively. 
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4. Embryo Ranking Intelligent Classification Algorithm 
(ERICA), an artificial intelligence clinical assistant with 
embryo ploidy and implantation predicting capabilities 
(specific aim b) 

The following chapter is encapsulated in a prior published work: 

Chavez-Badiola A, Flores-Saiffe A, Mendizabal-Ruiz G, Drakeley AJ, Cohen J. Embryo 

Ranking Intelligent Classification Algorithm (ERICA): artificial intelligence clinical assistant 

predicting embryo ploidy and implantation. Reproductive BioMedicine Online. 2020 Oct 

1;41(4):585-93. 

I was awarded the first prize from the Catherine Foundation for Reproductive Medicine during an oral 

presentation at the 2019 ART World Congress in NYC, presenting results for ERICA’s automated 

embryo segmentation, part of ERICA’s algorithm. Previous work cementing the foundations of the 

algorithm described in this manuscript was also presented during ASRM’s 2019 annual meeting as 

three independent poster presentations and an oral presentation at ‘Fertility 2020’ in Edinburgh, UK. 

My contributions include the original idea of applying AI methods for embryo evaluation, training a 

CNN using ploidy status as ground truth, building databases, literature review, analysis of results and 

discussion. 

Some of the specific wording is changed in order to give context to a thesis chapter. However, the 

majority remains unchanged as I originally authored the words. 
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4.1. Chapter Summary 

Selecting embryos with the highest implantation potential remains an imperfect process often based 

on the subjective assessment of morphology and is prone to inter-observer variability. Recent efforts 

to improve embryo selection include morphokinetics with time-lapse microscopy and preimplantation 

genetic screening (with compulsory embryo vitrification/ freezing). In this study, I and my co-workers 

aimed to test an artificial intelligence (AI) model (ERICA), to rank embryos based on its ability to 

predict euploidy and pregnancy test results, using a single static blastocyst image in a known 

outcome data set. Following training and validation, ERICA was more successful than random 

selection and experienced embryologists in correctly identifying and ranking embryos with the 

highest implantation potential using a static picture as the only source of information. These 

encouraging results suggest that ERICA has the potential to assist embryologists and clinicians 

during embryo selection, without necessarily needing time-lapse incubators or invasive embryo 

biopsy. In conclusion, the AI model ERICA has the potential to assist embryologists and clinicians 

during embryo selection, based on ploidy and implantation prediction, without the need for time-lapse 

or invasive embryo biopsy. 

4.2. Chapter introduction 

Achieving a successful pregnancy with the minimum of treatment intervention is the aim of every 

infertile couple and fertility clinic. Unfortunately, factors affecting pregnancy are multifactorial and 

incompletely understood. Male and female factors can exist, but female age (and subsequent egg 

quality) is one of the most important confounders. Over 200 confounders exist, affecting outcomes in 

assisted reproduction (Pool et al., 2012), the majority stemming from the quality of gametes and 

embryos and the effects of the laboratory and procedures. No single test, observation, or algorithm 

has been found to predict implantation. Abnormal embryo genetics is the most common cause of 

miscarriage (Popescu et al., 2018). Other factors such as staff effects, the culture environment, 

endometrial environment, maternal and paternal health, and ease of embryo transfer will always 

have some influence on the outcome; therefore, it is improbable that any embryo assessment can 

currently guarantee 100% prediction of a successful outcome. 

Genetic embryo testing technology has been available for some time but has not gained widespread 

acceptance for several reasons. There is limited evidence that pre-implantation genetic testing for 

aneuploidy (PGT-A) improves success rates in all patient age groups. Still, there may be a role in 
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older patients (>35 years), where aneuploidy is more common, thus improving time to pregnancy by 

not transferring aneuploid embryos (Weissman 2017, Munné 2019). Drawbacks to PGT-a are the 

invasive nature, cost, requirement to freeze all embryos, high follicular response, and an assumption 

of diagnostic accuracy of the few cells extracted from the embryo. Future developments include 

minimally invasive PGT-a, such as blastocoelic fluid assessment, non-invasive PGT-a from analysing 

spent culture media, and whole-genome assessment. At present, these techniques are still being 

researched. 

Historically, embryologists have performed embryo selection based on the morphological 

appearances of the embryo at various stages of development. This selection method is the most 

accepted and commonly used to date. More recently, with the introduction of time-lapse incubators, 

morpho-kinetic assessment has been introduced in some laboratories, providing a wealth of data 

points. The majority of laboratories function well without time-lapse incubators, which are expensive 

and may be time-consuming to operate depending on the depth of assessments. 

Artificial Intelligence (AI) is an emerging technology aimed at embryo selection (Chavez-Badiola  

2020a –Chapter 1). However, it may also have alternative aims, such as determining the diagnostic 

accuracy of PGT (Liang 2019). In medical practice, AI is becoming more accepted and promises the 

ability to analyse vast data sets at speeds not possible for humans to compute in the accepted 

timeframe of preimplantation culture. The advanced mathematics lends itself well to a static image or 

video analysis of embryo development and can compute and analyse cryptic morphological features. 

By nature, it is non-invasive and, in due course, may be affordable and more accurate than 

established approaches as more data is evaluated and compared between different sources. Embryo 

grading by conventional morphology evaluation and morphokinetic analysis may not be the best or 

most accurate way to predict implantation potential, but it is standardised and recognised globally. 

4.3. Chapter aims  

With the above in mind, the purpose of this chapter breaks down into 3 specific aims: 

Specific aim bi: To present an AI model named ERICA (Embryo Ranking Intelligent Classification 

Algorithm) to rank embryos 

Specific aim bii: To present results from training, testing and evaluation for ERICA  

Specific aim biii: To present ERICA’s potential to rank embryos based on its accuracy in predicting 

PGT-A (i.e., ploidy) and pregnancy test results. 
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4.4. Material and Methods  

4.4.1. Database description 

We interrogated a database of 1231 blastocyst micrographs obtained from a cohort of assisted 

conception patients treated between January 2015 and June 2019 (Figure 1). The micrographs were 

taken with one of the following inverted microscopes: Olympus IX71 (laser, 400X, or 200X objectives) 

(640 X 480 pixels) or Olympus IX73 (400X or 200X objectives) (807 X 603 pixels) using standard 

light optics. The manually-curated images passed through a series of quality filters: i) sufficient light 

such that the structures are visible; ii) sharp focus of the zona pellucida and trophectoderm; iii) one 

embryo per micrograph with no visible instruments and little or no debris in the visual field; iv) 

showing the entire embryo within the limits of the image (including the zona pellucida); and v) text or 

symbols in the images should not hinder the visibility of the embryos. All images were taken five or 

six days after fertilisation before any intervention (i.e., biopsy, cryopreservation, or transfer). The 

preferred fertilisation technique in the three centres was intra-cytoplasmic sperm injection (ICSI). 

A total of 841 embryos had known ploidy status (373 were euploid), and 156 had known beta-human 

chorionic gonadotropin result (beta-hCG) following a single-embryo transfer. We selected from the 

database only micrographs with known maternal age and time passed from ICSI to the time of taking 

the picture referred in hours (Figure 4.1). These conditions resulted in a high-quality database of 840 

blastocyst micrographs. An embryo with a good prognosis was defined as either having a report of 

euploidy after Preimplantation Genetic Testing for Aneuploidy (PGT-A) or a positive beta hCG result, 

defined as beta hCG > 20 mUI/mL (performed on the seventh day following embryo transfer), with 

priority given to the PGT-a result. This preference is based on unknown factors regarding positive 

pregnancy tests, such as endometrial receptivity and transfer technique. As a test, PGT-a has 

probably a lower margin of error. The rest of the images (i.e., aneuploid and negative beta hCG 

results) were labelled as embryos with "impaired prognosis". 

The embryos in the picture database had a mean development age of 130.9 hours (95% CI 

130.0-131.8) based on the time of ICSI set at 0 hours. The age range of patients undergoing oocyte 

extraction was 18-47 years (average 37.1 years, 95% CI 36.5-37.7). 46% of the embryos were 

labelled as having a "good prognosis" (95% CI 42.5%-49.4%), and 54% as having an "impaired 

prognosis" (95% CI 50.6%-57.5%). 85% of the embryos were hatching (95% CI 82.4%-87.3%), 4.5% 
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were hatched (95% CI 3.2%-6.2%), and 10.5% were still within the zona pellucida but expanding 

(95% CI 8.5%-12.7%).  

 

FIGURE 4.1. Database cleaning and setup. Green cylinders correspond to databases, grey rectangles correspond to 

processes, and Venn diagrams show additional information from a data set. 

4.4.2. Training and testing 

The full database was split in two: 90% of micrographs were used for the AI model training process, 

and 10% were used for testing the model in a clinical setting. First, the images to be used for testing 

the AI model at a later time were separated from the dataset. This testing set (10% of the database) 

consisted of a group of case scenarios which had never interacted with the model before (never-seen 

images), comprising the images of a single cycle from 19 patients (84 images). These images were 

selected from the database using the following inclusion criteria: i) more than one blastocyst 

available, ii) PGT-a test results available, and iii) having both euploid and aneuploid blastocysts 

within the same cycle. 
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The remaining images comprised the training set, which was further divided in two: a “pure training” 

dataset (80% of the full database), where the algorithm iterates to tune the model and find the 

parameters that reduce the classification error, and a validation dataset (10% of the full database) 

exclusively used to assess the performance during each training iteration (also called epoch). Since 

this set is held back from the training, it could reveal over-fitting on the training set when it is the 

case. This train/test split approach has proven to produce robust and unbiased models (Vabalas 

2019). We define over-fitting as the memorisation of the classification of the samples during the 

training phase, which is highly undesirable, rather than finding the patterns that explain the 

outcomes. 

4.4.3. Algorithm description 

Two modules compose ERICA (beta V.2):  The first, designed to extract texture patterns from the 

micrographs, consists of a pre-processing step on which the images are adjusted to standardise the 

pixel-to-micrometer ratio. Then, each image is convoluted with 275 custom-designed kernel filters to 

identify and crop the embryo. Next, each image is automatically segmented into four regions of 

interest (i.e., background, zona pellucida, trophectoderm, and inner area). Finally, a feature extractor 

designed to quantify predictors of embryo viability (e.g. size, shape of the inner mass, total energy 

and entropy measurements) is used to generate a feature vector of size 94 for each micrograph. 

The second module is designed to rank embryos based on the identification and scoring of 

blastocysts.  For this, ERICA uses the extracted image-based features and combines them with the 

metadata of each embryo. This second module consists of a binary classification model generated by 

a deep neural network (DNN) built on Python’s framework and the above-described training set. 

The DNN architecture is constructed over three layers of 100 fully connected units, a dropout of 0.4 

and L1/L2 regularisation of 0.00001, followed by a two-unit softmax layer. The training was 

performed through 1000 epochs with an early stopping of 100 epochs of patience with a minimal 

delta of 0.001 in the validation loss, Adam optimiser with a learning rate of 0.001, categorical cross 

entropy as the loss function, and 10% of the training set as validation. 

The resulting model classification and confidence allow us to define a score for each blastocyst to 

have a good prognosis. Finally, ERICA employs this score to rank the embryos of a given cycle so 

that those with the best scores are at the top. Figure 2 depicts a scheme of ERICA´s system parts.  
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This work employed several open-source libraries (i.e., Open-CV, Skimage, TensorFlow, and Keras). 

          FIGURE 4.2. Algorithm description. ROI, region of interest. 

4.4.4. Evaluating the algorithm 

ERICA was assessed using four approaches: i) using the testing set to predict euploidy; ii) comparing 

its ploidy predictions against randomly assigned labels (“good” and “bad” prognosis); iii) comparing 

its ploidy predictions against those of two senior embryologists analysing still pictures of embryos; 

and iv) quantifying its ability to select a euploid embryo at the first position of the ranking of the 19 

cycles. 

To assess the ploidy predictions, ERICA was compared against chance (randomly assigned ploidy 

predictions) and two embryologists using a metric called normalised discontinued cumulative gain 

(NDCG). This metric measures the quality of a ranking using a weighted relevance scale based on 

the position of the list (Järvelin and Kekäläinen, 2002). NDCG scores 1 when it is a perfect ranking 

(all euploid at the top) and scores lower otherwise. To compute the random ranking, we i) randomly 

assigned the ploidy status within each cycle and ii) computed the NDCG. This process was repeated 

100 times and obtained the mean of the obtained NDCGs for each cycle (Figure 3). The two senior 

embryologists were asked to rank the embryos within each of the 19 cycles by looking at the picture 

(the limitation of ranking from a single still picture is discussed below) and considering information 
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provided for maternal age and embryos’ age, defined as time passed from fertilisation to reaching 

blastocyst status (time from fertilisation to picture). They were asked to rank the embryos within each 

cycle using numbers from 1 to ”n,” where 1 is the blastocyst with the best prognostic, and ”n” is the 

number of blastocysts of each cycle. To calculate p values, we conducted Mann-Whitney U tests. 

 

FIGURE 4.3 Process of random analysis. The blue cylinder corresponds to the testing set, black arrows represent 

processes, and turquoise rectangles are examples of true and random assignments of the known ploidy status for each 

embryo. NDCG, normalised discounted cumulative gain. 

The most senior embryologist (i.e., laboratory director) from two of the three participating centres 

were selected to classify embryos. The laboratory director for the third IVF centre could not 

participate in the classification process.  

4.4.5. Ethical considerations 

All patients signed appropriate consents for routine treatment. Since this study was a retrospective 

study for image processing validation with no additional intervention, and no embryos were selected 

for transfer by the AI system, IRB approval was waived. 
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4.5. Results 

4.5.1. Training ERICA 

For the prognosis classifier of ERICA, collected a data set of 840 high-quality blastocyst micrographs 

was selected. The embryos in the picture database had a mean development age of 130.9 hours 

(95% CI 130.0-131.8) based on the time of ICSI set at 0 hours. The average age at oocyte extraction 

was 37.1 years (95% CI 36.5-37.7). 46% of the embryos were labelled as "good prognosis" (95% CI 

42.5%-49.4%), and 54% as "impaired prognosis" (95% CI 50.6%-57.5%). 85% of the embryos were 

hatching (95% CI 82.4%-87.3%), 4.5% were hatched (95% CI 3.2%-6.2%), and 10.5% were still 

within the zona pellucida but expanding (95% CI 8.5%-12.7%). 

Using deep neural networks and artificial vision, ERICA extracted 94 features from all the samples. 

These features were introduced into the training software, achieving a 0.70 accuracy in the validation 

set. 

4.5.2. Testing ERICA 

The testing dataset consisted of 84 images from 19 cycles with a mean of 4.4 embryos per cycle 

(95% CI 3.60-5.24), from which 48.8% were euploid embryos (95% CI 37.7%-60%). On this testing 

set, ERICA obtained an Accuracy of 0.70 with a positive predictive value of 0.79 and an Area Under 

the Receiver Operating characteristic Curve (AUC) of 0.74 for predicting euploidy (Figure 4.4). 

Additionally, ERICA presents a sensitivity of 0.54 and a specificity of 0.86. Table 4.1 shows the 

confusion matrix (also known as the error matrix) to quantify the type of errors (and hits) of the 

model, which displays the true and false positives and negatives.  

 
Table 4.1. Confusion matrix of predicting euploidy in a test set  

 76



A. Chavez-Badiola 

 

FIGURE 4.4 Algorithm's performance: receiver operating characteristic (ROC) curve. The ROC curve depicts the 

relation between the true positive rate (y-axis) and false positive rate (x-axis) of the testing set. 

After training, the ability of ERICA to rank the embryos against chance (random ranking) was 

contrasted by two embryologists from different fertility centres using the NDCG metric (see materials 

and methods). Figure 4.5 shows the NDCG scores for random selection, the two embryologists, and 

ERICA. These results show that ERICA had greater NDCGs than random selection (U = 289, p = 

0.0007), embryologist 1 (U = 254.5, p = 0.0014); and embryologist 2 (U = 246.5, p = 0.0242). One 

embryologist (#2) could not rank two of the cycles due to the collapsed state of the blastocysts as 

opposed to ERICA, which achieved to rank all cycles. 

Finally, it was established if ERICA could i) find a euploid blastocyst at the top of the ranking or ii) find 

at least one euploid embryo within the top two blastocysts. The algorithm resulted in 78.9% (15 out of 

19) and 94.7% (18 out of 19), respectively, higher than random classification and the two 

embryologists, as can be observed in (Table 4.2). 

TABLE 4.2. Finding a euploid blastocyst at the top of the ranking  
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FIGURE 4.5 Ranking results. The normalised discounted cumulative gain (NDCG) is presented for random, 

embryologists 1 and 2 (Emb1, Emb2) and ERICA. An NDCG value of 1 is interpreted as a perfect ranking where 

euploid blastocysts were ranked at the top and aneuploid ones at the bottom. The NDCG performance of ERICA 

is statistically higher than all others. 

4.6. Discussion 

AI has overcome chance and human performance in several clinical applications not only because of 

its ability to quickly learn from big datasets (e.g., medical images), but also because it can weigh the 

relevance of the variables (high precision variable weighting) and their combinations, and detect 

complex (non-linear) patterns. These AI qualities could aid in improving the current embryo grading 

system used by embryologists, which could be non-reproducible and sub-optimal within the clinical 

practice (Adolfsson and Andershed, 2018). As an example of AI’s potential, in this study, ERICA 

successfully extracted 94 features using deep neural networks and artificial vision from all of the 

pictures in the database, in contrast to the 3 standard features assessed by embryologists to classify 

according to the most popular embryo grading system (Gartner DK, Schoolcraft WB., 1999), 

potentially giving ERICA the edge when ranking based on still images. 

An ideal AI for this purpose should be trained on objective, reproducible parameters such as PGT-a 

or a pregnancy outcome (implantation, presence of sacs, heartbeat, or live birth). This way, the AI 

would learn over a standardised and reproducible procedure, rather than on subjective observations. 

With this approach, and in addition to relevant clinical data from each patient and cycle, an AI could 

be comparable to or improve the embryologist's performance. This study presents a robust dataset to 
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train and test ERICA reliably. For this, we focused on including only high-quality micrographs with 

known and objective outcomes (i.e., ploidy and beta hCG results). Furthermore, we procured a well-

balanced dataset with almost half of the embryos being euploid (46% in the training set and 48% in 

the testing set), allowing, on the one hand, for reliable training of the algorithm and, on the other, for 

trustable results from the test. 

Tran et al. (2019) recently proposed an automated AI approach using time-lapse videos to predict 

pregnancy with foetal heart (FH) and obtained an impressive 0.93 of the AUC (Tran 2019). In more 

detail, their proposed algorithm to predict pregnancy following multiple embryo transfers obtained a 

true negative rate of 94.5% and a true positive rate of 45.9%. However, these results must be 

carefully evaluated because they failed to depart from a well-balanced dataset, which could, in turn, 

reduce the algorithm's reliability (Lobo 2008, Saito and Rehmsmeier 2015). Because the dataset was 

unbalanced (negative FH accounted for 92% of their full dataset), their true negative rate highly 

resembles the negative FH in their dataset, risking biased training of their algorithm. Another 

desirable quality of an AI assisting system is its flexibility when applied to varied laboratory settings, 

such as the make and age of the microscope, its settings, and the quality of the lens. Recently 

proposed AI systems (Khosravi 2019, Tran 2019) rely exclusively on morpho-kinetic data extracted 

from standardised time-lapse microscopes, which is a highly expensive piece of equipment that only 

a proportion of clinics can afford and whose advantages remain to be conclusively proven (Kieslinger  

2016, Armstrong 2019). In this study, we used data from three clinics and five different laboratory 

settings (two laboratories used two different microscope presets). Despite such differences, ERICA 

obtained a euploid (positive) predictive value of 0.79 and an aneuploid (negative) predictive value of 

0.66, with no differences in predictive values found amongst clinics or settings. This flexibility to 

adapt to different instruments, we believe, is a significant first step towards having an AI system that 

could be used in all laboratory settings. 

Are these predictive values acceptable? External factors influence prognosis beyond the embryos’ 

potential and cannot be assessed in the clinic before the transfer (at least with current technology). 

How much do such factors influence chances: 20-25%? Depending on these effects, we believe that 

a 70% accuracy is currently acceptable. With time, ERICA will be further trained to learn and should 

be able to improve. 
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Despite the low sensitivity described in this study, which means a high false aneuploid prediction 

rate, our results suggest that ERICA outperformed chance (random classification) and classification 

by two embryologists when they were asked to rank the embryos based on a single static picture 

from 19 cycles when blinded to ploidy status. ERICA also selected a euploid blastocyst in the first 

position in 15 of the 19 cycles analysed, improving on our embryologists and randomly labelled 

results. The latter evaluation was designed to have a clinical perspective, comparing embryologists 

grading with our algorithm (Figure 6). Another advantage of ERICA is that it includes any blastocyst 

stage: it can analyse expanding, hatching, or hatched embryos, a feature that, to our knowledge, no 

other algorithm has. Although this study was not designed to test for speed, following feature 

extraction, ranking time per embryo approached 25 seconds, which allowed ERICA to yield results in 

just over a minute (an average of 4.4 embryos per cycle in the testing set). The process could be 

accelerated, but our goal remains to improve accuracy. Also, it is relevant to highlight that ERICA was 

trained with data from three clinics only and with a limited dataset size. This limitation is relevant 

since its accuracy needs to be further tested on other clinics and the database increased. 

A limitation of the algorithm is that it is not trained to rank day 3 embryos but only blastocysts. There 

is ongoing discussion over the advantages and disadvantages of transferring day 3 or day 5-6 

embryos (Green 2016, Hatırnaz and Kanat Pektaş 2017). Also, we acknowledge that in this study, 

random and embryologists’ classification of embryos from micrographs appeared comparable. Still, it 

is based on a small sample of embryologists and restricting the information presented to them. In 

practice, embryologists who decide to transfer an embryo based on morphology alone do this 

depending on what they were taught. This involves watching the embryos on a monitor or through a 

microscope in most laboratories. In other words, it is not a still but a live image. They also have 

historical information about the oocytes, zygotes, and embryo development if they observe embryos 

daily or every other day. Additionally, some embryologists may roll the embryos around with a probe 

to obtain additional information and would not be content to base their decision on a single still 

image. 

The use of ERICA could be advantageous in cycles with unknown PGT-A or where the current 

grading system is inconclusive. Many clinics offer PGT-a as an additional invasive screening test to 

increase the likelihood of pregnancy. However, recent evidence suggests that invasive genetic 

testing is a risk factor for preeclampsia (OR = 3.02) and placenta previa (OR = 4.56) (Zhang et al., 

2019). The risks of PGT-a are still controversial (Patounakis and Hill, 2019). Moreover, the efficacy of 
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PGT-a remains under scrutiny, as recent randomised trials have shown (Munne 2017, Munné 2019, 

Verpoest 2018). Importantly, an effective AI should be able to select a single embryo (either on day 3 

or day 5) with the best chance to improve the time to pregnancy by avoiding multiple sequential 

transfers or egg retrievals and to achieve pregnancy by avoiding unnecessary risks such as multiple 

pregnancies and potentially reducing the unnecessary upset of miscarriage. 

 

 

FIGURE 4.6 Example of a cycle extracted from the testing set. Note the embryo grading assigned by 

embryologists (b); and the ranking assigned by Embryo Ranking Intelligent Classification Algorithm (c) based on 

the classifier results (d), and the actual result on the preimplantation genetic testing for aneuploidy report. 

The use of ERICA could be advantageous in cycles with unknown PGT-A or where the current 

grading system is inconclusive. Many clinics offer PGT-a as an additional invasive screening test to 

increase the likelihood of pregnancy. However, recent evidence suggests that invasive genetic 

testing is a risk factor for preeclampsia (OR = 3.02) and placenta previa (OR = 4.56) (Zhang et al., 

2019). The risks of PGT-a are still controversial (Patounakis and Hill, 2019). Moreover, the efficacy of 

PGT-a remains under scrutiny, as recent randomised trials have shown (Munne 2017, Munné 2019, 

Verpoest 2018). Importantly, an effective AI should be able to select a single embryo (either on day 3 

or day 5) with the best chance to improve the time to pregnancy by avoiding multiple sequential 

transfers or egg retrievals and to achieve pregnancy by avoiding unnecessary risks such as multiple 

pregnancies and potentially reducing the unnecessary upset of miscarriage. 

This study demonstrated the potential ability of an AI model, ERICA, to successfully rank blastocysts 

based on its accuracy in predicting PGT-A (i.e., ploidy) and pregnancy test results. ERICA was more 
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successful than random selection and senior embryologists in identifying and ranking blastocysts 

with the greatest potential on the basis of observing one static picture. Although further studies are 

required, these encouraging results suggest ERICA’s potential to assist Embryologists in the embryo 

selection process without the absolute need for time-lapse incubators or invasive PGT-A. These 

results support the design of a prospective study where ERICA would be tested with a new data set, 

with different laboratory culture conditions and microscopes, to confirm pattern recognition and 

feature extraction reproducibility. Evaluating mosaic embryos is an important topic, as is the cost-

effectiveness of ERICA alone or in combination with other tests such as non-invasive PGT-A or 

metabolomics versus no testing versus invasive PGT-A in different health settings. All these have 

either started or are planned. 
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5. Use of artificial intelligence (AI) embryo selection 

(ERICA) based on static images to predict first-trimester 

pregnancy loss: a retrospective pilot study (specific aim c)  

The following chapter is encapsulated in a manuscript accepted for publication: 

Chavez-Badiola A, Flores-Saiffe Farías, Gerardo Mendizabal-Ruiz, Silvestri G, Griffin DK, Valencia-

Murillo R, Andrew J. Drakeley AJ, Cohen J. Use of artificial intelligence (AI) embryo selection based 

on static images to predict first-trimester pregnancy loss: a retrospective pilot study. In preparation for 

publication. 

My contributions include the original idea of linking an AI method for embryo evaluation trained on 

ploidy potential and the risk of aneuploidy, building databases, literature review, analysis of results 

and discussion. 
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5.1. Chapter Summary  

This chapter aimed to test the hypothesis that the artificial intelligence (AI) embryo selection assistant 

(ERICA) developed in the previous chapter can predict the incidence of first-trimester spontaneous 

abortion (SA) using static images of IVF embryos. A cohort of 172 blastocysts from IVF cases with 

single embryo transfer and a positive biochemical pregnancy test was retrospectively ranked by the 

AI morphometric algorithm ERICA™. Making use of static embryo images, each blastocyst was 

assigned one of four possible groups (Optimal, Good, Fair, Poor), and linear regression was used to 

correlate the results with the presence or absence of a normal foetal heart rate (FHR) as an indicator 

of ongoing pregnancy or SA, respectively. Additional analyses included modelling for recipient age 

and chromosomal status established by preimplantation genetic testing (PGT-A). Embryos grouped 

as Optimal/Good had a lower incidence of SA (16.1%) compared to embryos classified as Fair/Poor 

(25%, P=0.005, Odds ratio (OR)=0.46). The incidence of SA in chromosomally normal embryos was 

13.3% for Optimal/Good embryos and 20.0% for Fair/Poor embryos, although this difference was not 

statistically significant (P=0.531). There was a significant association between embryo rank and 

recipient age (P=0.018), and the incidence of SA was unexpectedly lower in older recipients (21.3% 

in ≤35, 17.9% in 36-38, 16.4% in ≥39, P=0.0181, OR=0.354). Overall, these results support a 

correlation between the risk of SA and embryo rank as determined by AI; the classification accuracy 

was 67.4%. This preliminary study suggests that AI (ERICA™), designed as a ranking system to 

assist with embryo transfer decisions, might also help provide information for couples on the risk of 

SA. Future work should include a larger sample size as well as karyotyping of miscarried pregnancy 

tissue. 

5.2. Chapter introduction 

Spontaneous abortion (SA), otherwise known as early miscarriage or pregnancy loss in the first 

trimester, is a common complication of pregnancy (Kolte 2015). It accounts for up to 25% of naturally 

conceived pregnancies and around 11% of IVF cases. SA can be a devastating experience for 

patients, leading to a range of stressful emotions and grief, with many couples giving up on further 

treatment before they become parents (Rooney 2018, Domar 2018). SA management also lengthens 

the time to the next opportunity for pregnancy, thus prolonging the infertility journey (Munné 2019). 

The risk of miscarriage increases with maternal age, with the most common cause being 

chromosomal abnormality, principally aneuploidy (Cimadomo 2018, Gruhn 2019). Currently, the most 

common intervention for poor prognosis patients with a high likelihood of SA is preimplantation 
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genetic testing for aneuploidy (PGT-A). PGT-A is perhaps the most controversial procedure in 

assisted reproduction technology (ART) because of its invasive nature (embryo biopsy is required), 

its expense, and mixed messages from randomised controlled trials regarding its ability to improve 

(cumulative) pregnancy rates.  

Artificial intelligence (AI) applications are now being widely used in many areas of clinical medicine 

and medical research (Curchoe 2020, Yu 2018). ART lends itself particularly well to AI applications 

since it usually generates treatment-associated data in various formats, including images, video, 

natural language, and time. These parameters can potentially be used to train machine-learning 

algorithms to predict treatment success at different stages. Examples of these include AI-enhanced 

embryo selection (Bori 2021, Chavez-Badiola 2020, Tran 2019, VerMilyea 2020), sperm selection 

(Zhang 2021), semen analysis (Mahdavi 2011, Hicks 2019), and many others (Curchoe 2020a, 

Kragh 2021, Curchoe  2020b, Riegler 2021). AI is attractive because it facilitates the interrogation of 

large amounts of data, far greater than the human eye can see or that the mind can process, in a 

very rapid time frame, thereby creating the possibility of identifying patterns and correlations amongst 

features not previously recognised as being important (Bori 2020, Gartner 2000a). 

ERICA™ (IVF 2.0 Limited, UK) is an AI system initially trained to anticipate the ploidy potential of 

blastocysts based on an assessment of either single static images or single images it extracts from 

time-lapse videos and metadata (Chavez-Badiola A 2020b). ERICA™ first extracts texture patterns 

from the static images. This comprises a pre-processing step in which the images are adjusted to 

standardise the pixel-to-micrometre ratio, and each image is then convoluted with kernel filters and 

segmented into four regions of interest, i.e. background, zona pellucida, trophectoderm and inner cell 

mass. A feature extractor designed to quantify predictors of embryo viability, e.g. size, shape of the 

inner cell mass, and total energy and entropy measurements, is used to generate a feature vector. 

Secondly, ERICA™ ranks embryos based on the identification and scoring of blastocysts using 

extracted image-based features and combining them with the metadata for each embryo using a 

binary classification model generated by a deep neural network. A total of 94 features have been 

successfully extracted by ERICA using these deep neural networks and artificial vision. The resulting 

model classification and confidence define a score for each blastocyst in a given cycle and rank them 

according to their prognosis. In our previous study (Chavez-Badiola A 2020b), these features were 

introduced into the training software, achieving a 0.70 accuracy in the validation set and a positive 

predictive value of 0.79 for euploidy (as determined by PGT-A). The ERICA™ algorithm assigns each 

 85



A. Chavez-Badiola 

embryo a value between zero and one, based on its putative anticipated euploidy potential, 

categorising it as either “Optimal”, “Good”, “Fair”, or “Poor”. The purpose is to assist embryologists in 

ranking the order in which embryos from a given cohort are to be transferred (Chavez-Badiola A 

2020b). 

5.2.1. Chapter specific aims 

Based on the known association between aneuploidy and SA, the aim of this chapter was: 

Specific aim ci. To perform an initial feasibility study to establish whether embryo ploidy ranking 

using ERICA™ could potentially be used to predict the occurrence of SA. Specifically, to test the 

hypothesis that events occurring between implantation (defined as a positive biochemical pregnancy 

result) and clinical pregnancy (defined as the detection of a foetal heart) correlated with an Optimal/

Good/Fair/Poor prediction using ERICA™. I chose this precise definition to reduce the impact of 

underlying confounders, such as the ovarian stimulation regime and the embryo culture system used.  

If this hypothesis proves correct, such information could potentially be beneficial when counselling 

couples (or individuals) regarding their embryo quality. 

5.3. Chapter methodology 

A retrospective cohort of patients undergoing ART in two Mexican fertility clinics herein investigated; 

only single embryo transfer cases that proceeded to a biochemical pregnancy were included in the 

analysis.  

5.3.1 Ethical approval, data collection, definitions, and study inclusion criteria 

Institutional Review Board approval was granted for this project (CONBIOETICA 09-

CEI-00120170131). A database of 525 embryos transferred between August 2019 and May 2021 at 

two IVF clinics in Mexico (New Hope Fertility Centres, Guadalajara and Mexico City) was 

interrogated for which images had been uploaded into the ERICA™ web application before their 

transfer (erica.embryoranking.com).  

A positive biochemical pregnancy was defined as a quantitative beta hCG >20 IU/L seven days post-

transfer. Foetal heart rate (FHR) status was defined as either “present” or "absent” based on week 
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7-8 transvaginal ultrasonography (TVS). SA was defined as either an initial positive pregnancy test 

(beta hCG >20 IU/L) followed by a subsequent fall in beta hCG values; transvaginal bleeding equal 

to or heavier than a menstrual period after excluding an ectopic pregnancy; the absence of a 

gestational sac at TVS performed 2-3 weeks after first biochemical pregnancy test; or a pregnancy 

which failed to develop an FHR identifiable with TVS by 7-8 weeks (3-4 weeks after biochemical 

pregnancy test). An ongoing pregnancy was defined as the presence of an identifiable FHR during 

TVS performed at 2-4 weeks following transfer (pregnancy week 6-8).  

All single embryo transfer cycles with a positive biochemical pregnancy test, known FHR status 

(present or absent), and registered in the ERICA web application were included for analysis. 

Pregnancies with a confirmed SA following a positive biochemical test were included even if no TVS 

was performed. After exclusion criteria were applied, 172 embryo transfers were suitable for analysis 

(Fig. 5.1). The biochemical pregnancy rate per single embryo transfer in this cohort was 39.6% 

(n=248/510). 

FIGURE 5.1. Number of embryo transfer cycles performed in the period of study (Aug 2019 - May 2021) and detailed 

inclusion process 

5.3.2. Ovarian stimulation and embryo culture 

The stimulation, fertilisation, and culture processes followed standard protocols and were described 

in the general material and methods section. In brief: following stimulation and oocyte retrieval 

(Zhang 2016), oocytes were placed in Human Tubal Factor medium (HTF®, Life Global, EUA) for 2 

hours before cumulus stripping. The metaphase II oocytes were inseminated by Intra-Cytoplasmic 

Sperm Injection and then cultured in a continuous single culture complete medium with Human 
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Serum Albumin (FUJIFILM IrvineScientific, Inc., EUA), covered with Life-Guard Oil ® (Life Global, 

EUA) to be incubated for 5 to 6 days (CO2 8.5%, O2 5%) (Tri-gas; Astec, Japan). The culture medium 

was renewed after the third day of incubation. 

5.3.3. Embryo transfer 

Fresh transfers were performed five days after oocyte retrieval. Luteal support (LS), started on the 

night of oocyte retrieval, was 400 mg vaginal progesterone (Geslutin, Asofarma, USA) every 12 

hours until the pregnancy test and then until week 8 if pregnant. For frozen embryo transfers, 

endometrial preparation was started with 4 mg oral estradiol (Primogyn, Schering AG, Colombia) 

from day 3 of the menstrual flow and supplemented with 400 mg vaginal progesterone (Geslutin, 

Asofarma, USA) every 12 hours starting on cycle day 14–16; both continued until the pregnancy test. 

If the test was positive, progesterone was continued until week 8, following the same schedule. 

Blastocysts were thawed 2–4 hours before embryo transfer on day 6 from the beginning of LS. 

Vitrification and warming were performed using the Cryotop method and vitrification/thawing kits 

(Kitazato, Japan) as described elsewhere. 

5.3.4 Embryo Imaging and AI-Assisted Ranking 

Pictures from blastocyst-stage embryos were taken before any interventions(i.e., biopsy, vitrification, 

or transfer). For evaluation, Single static images were uploaded into the ERICA™ web app 

(erica.embryoranking.com). Embryos were photographed with total magnifications of either 200X or 

400X, using standard cameras (Hamilton Thorne ZILOS-tk Laser) installed on inverted microscopes 

(Olympus IX71 or Olympus IX73) equipped with Hoffmann modulation contrast.  

Embryos were assigned an output value ranging from 0 to 1 based on their calculated individual 

ploidy potential. This score was then used to rank all embryos within a given cohort. A technical 

description of ERICA™ is given elsewhere (Chavez-Badiola 2020b). Based on ERICA™’s output, 

embryos were arbitrarily defined as follows:  

a. Optimal: score ≥ 0.70 

b. Good: score ≥ 0.50 and < 0.70 

c. Fair: score ≥ 0.30 and <0.50 

d. Poor: score < 0.30 
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5.3.5 Statistical analysis 

Based on the hypothesis that embryos with the lowest scores will have higher SA rates, we 

compared ERICA™’s categories for their potential link to outcomes, defined as the presence or 

absence of an FHR following an initial positive pregnancy test (biochemical pregnancy). The 

proportion of SAs within each category was calculated as the total number of biochemical 

pregnancies with no FHR divided by the total number of biochemical pregnancies. Data are 

presented as percentages with their calculated 95% Confidence Intervals (CI). Due to the low sample 

size in some comparisons, embryos assigned to the Optimal and Good groups were pooled, as were 

embryos assigned to the Fair and Poor groups.  

Statistical analysis was completed on SPSS (v.28, IBM) and used a generalised linear regression 

model using logit link functions for binary outcomes. The model tested for an interaction between 

embryo ranking and female age since aneuploidy increases, positively correlated with aneuploidy 

(Hassold 2009). Age brackets of ≤35, 36-38, and ≥39 were chosen arbitrarily. Additionally, a subset of 

embryos from this database (n=50) had a known euploid diagnosis as detected by high-resolution 

Next Generation Sequencing PGT-A screening; the effect of this factor was also evaluated.  

5.4. Results 

The demographics and characteristics of the biochemical pregnancies included in this study are 

described in Table 5.1. A full breakdown of the entire embryo database is presented in Table 5.2. 

STD – Standard deviation 

TABLE 5.1. Demographic information for the study 

Metric Magnitude

Number of pregnancies included 172 embryos

Donor eggs (%) 28 (16.3%) embryos

Fresh transfers (%) 15 (8.7%) embryos

Known euploid transfers (%) 50 (29.1%) embryos

Early Pregnancy losses (%) 32 (18.6%) embryos

Mean patient’s age (STD) 36.2 (5.01) years old
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TABLE 5.2. Total distribution of early pregnancy loss (SA) according to ERICA-assigned embryo ranks (Optimal, Good, 
Fair, Poor) and age groups. For each subset, the total sample size (n) is given together with the number and calculated 
%incidence of SA. 

5.4.1 Relationship between early pregnancy loss (SA), embryo ranking, and 

recipient age 

When a generalised linear model was employed, statistical analysis identified significant effects for 

embryo rank and recipient age. Embryos characterised by the AI assistant as being either Optimal or 

Good had an SA incidence of 16.1% (CI: 10.7 - 23.6%, n=20/124) as opposed to 25.0% for embryos 

scored as either Fair or Poor (CI: 14.9 - 38.8%, n=12/48, P=0.005, OR=0.46). The incidence of SA 

decreased with maternal age (21.3% in ≤35, 17.9% in 36-38, 16.4% in ≥39, P=0.0181, OR=0.354). 

However, this effect could be explained by an increase in the proportion of donor eggs employed in 

the older patient group, so that recipient age might not necessarily reflect the age of the oocyte 

provider. A significant interaction between embryo ranking and recipient age (P=0.018) (figure 5.2) 

was also detected. These findings are presented in Table 5.3.  

TABLE 5.3. Incidence of SA by ERICA™ embryo rank and recipient age 

Overall, the results support a correlation between risk for SA and ERICA™’s embryo ranking. The 

calculated accuracy of this prediction (the overall probability that a biochemical pregnancy was 

correctly predicted to progress or not) was 67.4% (CI: 59.9 - 74.4%). The test also achieved good 

Groups Optimal 
   n       SA

Good 
   n            SA

Fair 
  n    SA

Poor 
  n     SA

All 82 16 (20%) 42 4 (10%) 30 6 (20%) 6 18 (34%)

1: (<35) 32 7 (22%) 16 0 (0%) 5 3 (60%) 8 3 (38%)

2: (36-38) 29 4 (14%) 14 2 (14%) 8 1 (13%) 5 3 (60%)

3: (>39) 21 5 (24%) 12 2 (17%) 17 2 (12%) 5 0 (0%)

Al l known 
euploids

20 3 (15%) 10 1 (10%) 14 3 (21%) 6 1 (17%)

    ≤35 years    36-38 years    ≥39 years

Embryo Rank n SA n SA n SA

Optimal or Good 48 7 (14.6%) 43 6 (14.0%) 33 7 (21.2%)

Fair or Poor 13 6 (46.2%) 13 4 (30.8%) 22 2 (9.1%)

Overall 61 13 (21.3%) 56 10 (17.8%) 55 9 (16.4%)
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sensitivity (74.3%, CI: 66.2% - 81.3%) but poor specificity (37.5%, CI: 21.1 - 56.3%), suggesting that 

the AI was better at assigning an embryo that was associated with an ongoing pregnancy to the 

Optimal or Good rank (sensitivity) than it was at assigning an embryo that was associated with SA to 

the Fair or Poor rank (specificity).  

5.4.2. SA in euploid embryos determined by PGT-A 

A sub-analysis compared the same embryo ranks and groups for known euploid embryos (n=50). 

The incidence of SA in euploid embryos ranked as either Optimal or Good was 13.3% (CI: 5.3 – 

FIGURE 5.2. Spontaneous abortion proportions by age groups and ERICA scoring (above, broken down by age 

group, below overall) 
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29.7%, n=4/30), and 20.0% in embryos ranked as either Fair or Poor (CI: 8.1 – 41.6%, n=4/20); the 

difference between these two proportions was not statistically significant (P=0.531). 

5.5. Discussion 

SA is a common complication encountered during fertility treatment, with an incidence of 12% to 22% 

in IVF cycles (Bu 2020, Yang 2019), although PGT-A has been shown to lower the risk of SAs 

following the transfer of euploid embryos (Rubio 2017, Lee 2019). SAs impose a high toll on patients 

not only emotionally, financially, and physically but also by extending the time to live birth, which for 

some patients, such as those with severely compromised ovarian reserves, could further reduce their 

overall chances of conceiving at all. 

Since current ART treatments tend to generate more than one transferrable embryo, the embryo 

selection process to improve the time to pregnancy (usually using the subjective judgment of the 

embryologist) has long merited attention (Roque 2020, Ferrick 2019). As a consequence, 

approaches to improve this process using more objective and accurate ways of selecting viable 

embryos have been proposed and include PGT-A (Munné 2019), time-lapse evaluation (Kovacs 

2014), visual classifications (Gartner 2000), and, more recently, AI (Dimitriadis 2021). Despite the 

controversial nature of PGT-A in its current form, it is the closest to a gold standard that we have for 

determining aneuploidy potential and, hence, chances of an ongoing pregnancy past the first 

trimester. 

Embryo quality is largely considered the primary factor responsible for achieving a positive 

pregnancy test, although several other factors, including endometrial receptivity, may contribute 

(Ashary 2018, Tıras 2014). Embryos with severe aneuploidy, such as those with monosomies and 

chaotic embryos, are likely to be lost before a positive pregnancy test is achieved. Beyond this, one 

could assume that many of the basic factors that might have prevented implantation have been 

successfully overcome, such as the implantation window and the embryo transfer procedure. At this 

point, aneuploidy (principally trisomy of the autosomes and monosomy X) is relevant. Although the 

causes of SA are multifactorial, aneuploidy is widely cited as the most common reason (Hassold 

2001, American College of Obstetricians and Gynecologists’ Committee on Practice Bulletins 2020). 
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ERICA™ was developed as a ranking tool to advise embryologists about the best order in which 

embryos from a cohort could be transferred. This ranking was developed using PGT-A results as its 

“ground truth,” with clinical results supporting its performance (Chavez-Badiola 2020b). Although 

ERICA™ was not designed to predict the risk of miscarriage per se, aneuploidies are nonetheless 

the most common cause of SA. So, in this study, we determined whether there was a correlation 

between ERICA™’s scores and SA. Indeed, we observed that ERICA™’s ranking assessment was 

somewhat predictive of SA as it was able to classify just over two-thirds of the embryos analysed 

correctly.  

Nonetheless, we acknowledge that before a truly robust statistical evaluation of our hypothesis can 

be made, the limited sample size achieved in this study should be addressed. Furthermore, while we 

do not claim that ERICA™ is a more accurate assessment of embryo ploidy than the gold standard 

PGT-A, it was interesting to note a potential application for this tool in SA prediction. We must also 

consider that PGT-A usually requires cryo-storage and subsequent frozen embryo transfer, which are 

expensive and invasive procedures for the embryos. Not all embryos will survive the biopsy and 

warming process, and some couples only have fewer embryos per cohort.  

A better understanding of the likelihood of pregnancy and miscarriage for each embryo will assist 

clinical staff in managing their patients’ expectations during counselling. For future studies with a 

miscarriage focus, karyotyping of the pregnancy tissue would establish whether ERICA™ is as good 

as, or nearly as good as, PGT-A for predicting the ploidy status and, hence, the likely SA potential of 

an IVF cycle. 
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6. Automated identification of blastocyst regions at 

different development stages (specific aim d) 

The following chapter is encapsulated in a prior published work: 

Farias AF, Chavez-Badiola A, Mendizabal-Ruiz G, Valencia-Murillo R, Drakeley A, Cohen J, 

Cardenas-Esparza E. Automated identification of blastocyst regions at different 

development stages. Scientific Reports. 2023 Jan 2;13(1):15. 

My contributions include the original idea to identify relevant blastocyst structures through different 

development stages, building databases, literature review, analysis of results and discussion. 

Some of the specific wording is changed to give context to a thesis chapter. However, the majority 

remains unchanged as the words were originally authored by myself. 
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6.1. Chapter Summary  

The selection of the best single blastocyst for transfer is typically based on the assessment of the 

morphological characteristics of the zona pellucida (ZP), trophectoderm (TE), blastocoel (BC), and 

inner cell mass (ICM), using subjective and observer-dependent grading protocols. We present the 

first automatic method for segmenting all morphological structures during the different developmental 

stages of the blastocyst (i.e., expansion, hatching, and hatched) is herein proposed. The database 

contains 592 original raw images that were augmented to 2132 for training and 55 for validation. The 

mean Dice similarity coefficient (DSC) was 0.87 for all pixels, and for the BC, BG (background), ICM, 

TE, and ZP was 0.85, 0.96, 0.54, 0.63, and 0.71, respectively. Additionally, the method was tested 

against a public repository of 249 images, resulting in accuracies of 0.96 and 0.93 and DSC of 0.67 

and 0.67 for ICM and TE, respectively. A sensitivity analysis demonstrated that this method is robust, 

especially for the BC, BG, TE, and ZP. It is concluded that this approach can automatically segment 

blastocysts from different laboratory settings and developmental phases of the blastocysts, all within 

a single pipeline. This approach could increase the knowledge base for embryo selection. 

6.2. Chapter introduction 

In-vitro fertilisation (IVF) is one of the most common and effective methods for the treatment of 

infertility. This procedure consists of stimulating a woman’s ovaries to generate multiple eggs in a 

given cycle. The mature eggs are retrieved and placed in a Petri dish, fertilised by sperm and 

cultured in an incubator under controlled environmental conditions (Gartner 2000). In the days to 

follow, successfully fertilised eggs, now embryos, will undergo different stages of development until 

after five to six days, some will reach the blastocyst stage. A blastocyst may then be transferred to 

the woman’s uterus to generate a pregnancy. 

The blastocyst is the first morphologically differentiated state of the human pre-implantation embryo, 

in which cellular structures are arranged in at least four regions: the trophectoderm (TE), which is a 

layer of cells that surrounds a fluid cavity known as the blastocoel (BC), the embryoblast or inner cell 

mass (ICM), and the zona pellucida (ZP), which is a protective layer. The development stage of the 

blastocyst also might be defined by at least three phases: expansion and thinning of the zona 

pellucida, hatching of the embryo through the zona pellucida, and hatched from the zona pellucida 

referring to the process of leaving the ZP. These stages are part of embryologists' criteria when 
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evaluating an embryo’s quality (Gartner 2000). Figure 6.1 depicts the structures of expansion, 

hatching and hatched blastocysts. 

 

FIGURE 6.1. Examples of the blastocyst structures at each developmental stage: expansion (a), hatching (b), 

hatched (c) and collapsed (d). Colours indicate the regions of interest in the micrograph: background(BG), 

blastocoel (BC), zona pellucida (ZP), trophectoderm (TE), and the embryoblast or inner cell mass (ICM). 

In many IVF treatments, multiple blastocysts are available for transfer. While transferring multiple 

blastocysts is sometimes considered as an option to increase the chances of a successful 

pregnancy, this practice is not recommended due to the possibility of multiple pregnancies and its 

associated risks, including premature birth, the need for a cesarean section, and a higher risk for 

pregnancy loss, and other maternal and neonatal morbidities. In that context, a single embryo 

transfer is a better alternative, necessitating improving embryo classification. The selection of the 

best blastocyst for transfer is commonly based on the assessment of morphological characteristics 

and rate of development. However, there are more invasive and expensive approaches, including 

embryo biopsy and genetic testing, that require cryopreservation. The most common way to perform 

morphological assessment is by visually inspecting the embryos or using a digital image source. The 

assignment of quality scores, such as those proposed by Dokras and Gartner, is advantageous 

(Dokras et al.1993, Gartner 1999). Still, a significant limitation of this approach is subjectivity, which 

is related to judgement, training, and expertise. 

Automatic identification of the discrete regions of a blastocyst using digital microscopy images could 

aid in overcoming the drawbacks of historical methods by increasing the objectivity and 

reproducibility of the embryo selection process. These computer-based analysis tools could provide 

valuable quantitative information to the embryologist to support and improve the decision-making 

process during an IVF treatment. For instance, based on the intensity patterns of the regions in the 
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image of a blastocyst, it is possible to automatically infer the embryo quality or its potential by using 

artificial intelligence (AI) (Chavez-Badiola 2020a; Chavez-Badiola 2020b). 

Current work on the automatic, regional segmentation of blastocysts from microscopy images can be 

divided into two categories. The first category corresponds to methods that rely on computer vision 

filters and segmentation methods such as watershed segmentation (Saeedi et al.2017, Rocha et 

al.2017b) or parametric curves such as ellipses (Yee et al. 2013), active contour models (Rad et 

al.2017,), and level sets (Filho et al.2012, Singh et al.2014). The second type of method is based on 

the use of supervised machine learning classifiers that are capable of predicting a class label to each 

pixel of the image according to the pattern contained in a feature vector that is generated using 

computer vision filters (Kheradmand et al. 2016, Rocha et al. 2017a, Rad et al. 2018a). Most recent 

methods in this category rely on deep convolutional neural networks (CNN) to automatically 

determine the best features to extract from the image and perform the segmentation by defining a 

label for each pixel using encoder-decoder architectures (Kheradmand et al. 2017, Rad et al. 2018b, 

Harun et al. 2019a, Harun et al. 2019b, Rad et al. 2019a, Rad et al. 2019b, Rad et al. 2020). 

Despite the existence of these methods, the automatic segmentation of the blastocyst continues to 

be a challenging task due to the large variability of shapes and image intensity patterns of each 

blastocyst region during the different stages of late embryo development, including the expansion, 

hatching, and hatched stages (See Fig. 1). Furthermore, most of the reports in the literature focus on 

performing the segmentation of a single region of the blastocyst [e.g., ICM (Rocha et al.2017b, 

Kheradmand et al.2017, Rad et al.2017, Rad et al.2018) TE (Singh et al.2014, Rad et al.2020), ZP 

(Yee 2013, Rad 2018a). Only some are designed to perform the simultaneous segmentation of two 

[e.g., TE and ICM (Saeedi 2017, Harun 2019a)], three [(e.g., ZP, TE, ICM (Filho 2012)] or four (e.g., 

Kheradmand 2016, Rad 2019a) regions of interest using blastocyst micrographs. Additionally, and to 

the best of our knowledge, only two works have included hatching embryos. Still, they only 

segmented the background from the embryo, and only one work (Harun 2019b) included images 

from different laboratory settings (e.g. microscopes and cameras, but not magnifications). 
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6.2.1. Chapter aims  

The aims of this chapter were as follows: 

Specific aim di: To develop a method for the fully automatic simultaneous segmentation of the four 

blastocyst regions (ZP, TE, BC, and ICM) and the BG (culture medium) from digital microscopy 

based on the use of computer vision filters and supervised machine learning classifiers, including 

deep learning methods.  

Specific aim dii: To perform a sensitivity analysis to test the hypothesis that this method is robust, 

especially for the BC, BG, TE, and ZP. 

6.3. Material and Methods  

As an overview, the materials and methods can be summarised into the database description, the 

segmentation procedure (images pre-processing, pixel classification, and segmentation refinement), 

and testing the model (sensitivity analysis and validation through a testing set and a public 

repository) as described in Fig. 6.2  

 
FIGURE 6.2. Overview of the materials and methods used in the study 

6.3.1. Database and ground truth description 

This work employed blastocyst images generated through data augmentation techniques from a 

dataset of 592 blastocyst images collected from two IVF clinics for six consecutive months. Informed 

consent was obtained from all subjects. The image data collection and all experimental protocols 

were performed in accordance with relevant named guidelines and regulations (IRB approval number 

RPA-2021-03, IRB name: Comité de Bioética en Investigación New Hope Fertility Center, Registry 

number: CONBIOETICA 09-CEI-00120170131). The images were collected in two different 

laboratory settings with the following equipment respectively: two inverted microscopes, models IX73 
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and IX71 (Olympus, Japan), with the capturers LW1135C and DSP3600 series MOD301213 

(Hamilton Thorne, Canada), with the magnification objectives LUCplanFLN 20X/40X and 

LCACHN20X/40X (Olympus, Japan). Embryos were cultured in Continuous Single Culture Complete 

with HSA (Irvine Scientific, Fujifilm, USA) culture medium. We defined a hatching embryo as a 

blastocyst with at least one blastocyst cell outside the ZP and a hatched blastocyst as one with most 

or all blastocyst cells outside the ZP. The database contained images of 372 expansion, 199 

hatching, and 21 hatched blastocysts. This imbalance is because the laboratory that provided the 

images rarely takes the embryos to the hatched stage but performs embryo transfer or freeze during 

expansion or hatching phases. The only exclusion criterion is that the focal plane was at the thickest 

part of the embryo (middle layer) so that the trophectoderm cells could be sharply observed. It was 

not a requirement that the inner cell mass be clearly observable. It is relevant to note that the clinic 

performs assisted hatching on most of its embryos (per internal protocol). This procedure induces the 

hatching process to occur sooner than for an embryo without this procedure. For each image, a 

senior embryologist defined a bounding box containing the blastocyst with self-developed software 

and then manually segmented the regions of interest (i.e. BG, BC, ICM, TE, and ZP) where possible, 

also with self-developed software. 

In 107 micrographs, the embryologists reported that they were either unsure about the boundaries of 

the ICM or that it was not visible at all, and they were instructed not to mark any ICM. Also, most of 

the hatched embryo images lacked a visible ZP. 

The result of these procedures is a bounding box for each blastocyst (the smallest possible rectangle 

defined by the upper left and lower right coordinates that contains the whole blastocyst) and a set of 

masks (binary images where ‘1’ means that the pixel belongs to the label of the mask and ‘0’ 

otherwise) with the segmented regions where possible. 

6.3.2. Image pre-processing and model training  

The method consisted of three steps: (i) pre-processing of the micrographs to segment and 

standardise the images, (ii) classification of the pixels in the pre-processed image to the relevant 

blastocyst zone, and (iii) a post-processing refinement to improve the segmentation based on the 

structure of the blastocyst regions. 
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Prior to pre-processing, we used random sampling to divide the database into a training set using 

90% of the micrographs and a testing set employing the remaining 10%. Data augmentation 

techniques were performed on the training set by randomly creating modified versions of each image 

by variations of brightness (by factors of 0.8, 0.9, 1.0, 1.1 or 1.2), by performing horizontal and 

vertical flips, and rotations (0, 90, 180, or 270 degrees). After this process, we obtained a training set 

of 2132 blastocyst images and a testing set of 55 (69% expansion, 24% hatching, and 5% hatched). 

6.3.2.1. Image pre-processing  

Apart from the embryo of interest, blastocyst micrograph images might contain other cells or the 

instruments employed to manipulate them. Also, the blastocyst position on the image might not be 

centralised. Therefore, the first part of the pre-processing step consists of identifying the micrograph 

image's minimum region containing the blastocyst and excluding extraneous objects. 

We employed a Python implementation for this procedure to detect objects using a deep neural 

network architecture named “Retinanet” (Lin et al.2017b, Lin et al.2017a) (available at: https://

github.com/fizyr/keras-retinanet). This network model is trained using a dataset of micrograph 

images where an expert has manually annotated two points P1 = (x1, y1) and P2 = (x2, y2), defining 

the best bounding box that contains the blastocyst of interest (Fig. 6.3). We employed a transfer 

learning approach (Shin et al.2016)      to train the retinanet, which initialises the weights of the model 

with those obtained from the training with the ‘Imagenet’ database (Deng et al.2009). Then, the 

network training was performed using our blastocyst micrograph database for 50 epochs of 1,000 

steps each. These parameters were manually set, ensuring that the epochs vs accuracy/loss 

(learning) graph reached a plateau. 

 

FIGURE 6.3. Examples of two blastocyst micrographs and the bounding box defined by P1 and P2. 

 100

https://github.com/fizyr/keras-retinanet
https://github.com/fizyr/keras-retinanet


A. Chavez-Badiola 

After training, the network model could automatically define the best bounding box for any input 

image containing a blastocyst. Using these values, we can automatically crop the original image to 

obtain an image O with the blastocyst centrally located and contained within the minimum area 

(smallest possible rectangle). 

Blastocyst pictures can be captured using a variety of light conditions or magnifications. Therefore, 

the second part of the pre-processing step consisted of (a) reducing the variation in brightness of the 

blastocyst regions and (b) standardising the images to a common scale. 

The reduction of variation in brightness was accomplished by applying a gamma correction algorithm 

to adjust the overall brightness of an image to avoid regions that are too dark or bright (Poynton 

2012). Then, the images were normalised using a max-min normalisation, which adjusts the range of 

the pixel values from 0 to 255. The gamma correction employed consists of four steps: (i) The 

median intensity value of all the pixels in the images is computed; (ii) If the median value is between 

0.45 and 0.75, the gamma transformation is not performed otherwise, steps (iii) and (iv) are 

performed until the median value is between 0.45 and 0.75, or three gamma transformations are 

used; (iii) A gamma transformation is carried out on the pixel values using a gamma value computed 

using the following function γ = 1.25 ∗ median + 0.375; and (iv) A new median value is computed 

from the transformed image and the process is restarted at step (ii). 

The standardisation of O was achieved by applying an image scaling transformation using a bilinear 

interpolation with a scale factor value. Note that it is defined in such a way that each pixel 

corresponds to one micrometre according to the magnification factor used when the micrograph was 

taken. 

6.3.2.2. Pixel classification 

Let I denote the result of pre-processing O. The second step consists of generating five binary 

images so that each pixel of the images indicates its correspondence to each of the regions of 

interest: zona pellucida LZP(x, y), trophectoderm LTE(x, y), blastocoel LBC(x, y), inner cell mass LICM (x, 

y), and background LBG(x, y). These binary images are generated by employing a neural network 

classifier that determines the class of each pixel according to a feature vector that describes the 

image-intensity patterns in its vicinity. 
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The feature vector describing the textural characteristics of each pixel is built by applying 21 filter 

operations (e.g., entropy, Gaussian blur, Laplacian, and Sobel) on the pre-processed blastocyst 

micrograph. Then, each of the 21 resulting images is convolved with 41 two-dimensional kernels of 

size 5 × 5, designed to extract the texture patterns of patches of different sizes around the centre 

pixel (Laws1980). As a result, a feature vector of 861 dimensions is generated for each pixel in the 

micrograph. Figure 6.4 depicts the process to compute the texture feature vector for each pixel of the 

pre-processed image I. 

For training the network that classifies each pixel according to its vicinity described above, we 

randomly selected 50 pixels per blastocyst region of interest for each micrograph and generated their 

feature vectors as described previously. This process resulted in a database of 300,400 data points 

that were used to train a neural network (three layers with 400 nodes each, Adam optimiser and 

categorical cross-entropy as the loss function) during 500 epochs with a validation split of 10% of the 

training data-size, a callback of learning rate reduction (factor of 0.5, patience of 25 epochs, and 

validation loss as the monitor) and an early stopping callback (patience of 60 epochs, validation loss 

as monitor, and a minimal delta of 0.001). 

6.3.2.3. Segmentation refinement 

Depending on the blastocyst region's texture patterns, the neural network could assign an incorrect 

class to certain pixels. To improve the results, we incorporated a refinement step to account for the 

topological characteristics of each embryo region. For example, the ZP is the outer layer, which could 

be visually (but not structurally) connected to the BG and TE regions, the ICM is contained in the BC, 

and the TE is located between the ZP and the BC or ICM. To add this knowledge to the proposed 

method, we employed an encoder-decoder scheme using a deep neural network architecture 

consisting of three convolutional and three max-pooling layers for the encoding and four 

convolutional and three up-sampling layers for the decoding (See Fig. 6.5). This network is trained 

using as input a tensor conformed with a concatenation of each of the resulting binary segmentation 

images S. Similarly, a tensor containing the five-ground truth binary masks GBG, GTE, GZP, GBC, and 

GICM was set as a target. The proposed model was trained using the mean squared error as the loss 

function, RMSprop as the optimiser, early stopping, and learning rate reduction call-backs during 100 

epochs, with a validation split of 10% of the training data size. Mean squared error was used since 

we observed a better performance than categorical cross entropy (data not shown). 
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FIGURE 6.4. Depiction of the feature extraction process for each pixel. [F1, F2, . . .  , F21] are filter operations, the symbol 

denotes convolution, and [k1, k2, . . .  , k41] correspond to texture extraction kernels. 

 

Figure 6.5. Depiction of the encoder-decoder architecture employed to refine the segmentation result. 

The validation of the proposed method was measured according to the Dice Similarity Coefficient 

(DSC) (Dice, 1945) between the ground truth defined by the manual segmentation images and the 

segmentation results employing the proposed approach. DSC is a standard metric to determine the 

similarity of two segmentation results. It is computed as two times the area of overlap divided by the 

total number of pixels in both images. The value of the DSC indicates overlap between regions, 

ranging from 0 (indicating no spatial overlap) to 1 (indicating complete overlap).  
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6.3.3. Sensitivity analysis and validation (specific aim dii) 

We performed a sensitivity test to evaluate the consistency of the proposed model with respect to 

changes in location, orientation, and intensity of the input micrographs. For this purpose, we used a 

completely independent dataset of 159 embryo images (122 hatching, 27 expansion, and 10 

hatched). The sensitivity was assessed by creating fourteen modified versions of each image using 

the following parameters. 

• Three corresponding to rotations of 90, 180 and 270 degrees. 

• Three corresponding to horizontal (H-), vertical (V-), and combined (HV-) flips. 

• Eight corresponding to changes in the brightness in the range of [− 100, 100] with increment steps 

of 25 units. 

During the pre-processing procedure, the transformations were performed after the interpolation 

step, except for the brightness transformation, which was performed after the cropping. The 

segmentation of each transformed embryo micrograph was compared against the micrograph with no 

additional transformations using the DSC. To test the generalisability and compare it against other 

algorithms, we used the state-of-the-art public repository published by (Saeedi et al. 2017), which 

was not used at any point during the training process. To pre-process this database of 249 blastocyst 

micrographs, we assumed that their pixel size was 0.5 micrometres since we did not possess that 

information. Results were compared to those in (Saeedi et al. 2017) using DSC, sensitivity, 

specificity, precision, and accuracy of the ICM and TE. 

6.4. Results 

Table 6.1 lists the DSC results of the proposed segmentation method for each region and stage, 

including a subset of only images with ICM ground truth (ICM2) in the augmented testing set. Figure 

6.6. depicts examples of the blastocyst micrographs after pre-processing, before and after the 

segmentation refinement, and ground truth segmentation. 
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TABLE 6.1. Mean and standard deviation of Dice similarity coefficient for each region before and after the 

segmentation refinement step. ICM2* - Subset of the embryos filtering those where no ICM was identified by 

embryologists (20 expansion and 15 hatching). The ‘All’ row includes the five regions and embryos where no ICM 

was found. 

Note that the segmentation result for all regions improved after the refinement step, with an 

increment of at least 18% of DSC for the BC and ICM regions. Due to the high homogeneity of 

texture of the BG and BC regions, the proposed method achieved the best results with a mean DSC 

above 85%. The ICM segment had the worst DSC, followed by TE and ICM2, with high standard 

deviations. It can be observed in Table 5.1.  that TE was better segmented in expansion embryos 

than in hatching or hatched embryos. Compared to the public database, our model's performance is 

shown in Table 6.2. This table reports that our procedure is weaker when DSC and sensitivity are 

assessed but stronger when assessed by specificity, precision, and accuracy. 

FIGURE 6.6. Examples of the original blastocyst micrographs, the images after pre-processing, before and after 

the segmentation refinement, and the ground truth. Note these images might have been stretched, shrunk, or 

cropped for aesthetic purposes, but the pixel values remained unaltered. 

Region Mean (std) 

DSC before 

refinement

Mean (std) DSC of the 

whole dataset

Mean (std) DSC of 

expansion embryos

DSC of 

hatching 

embryos

Mean (std) DSC of 

hatched embryos

BC 0.72 (0.12) 0.85 (0.06) 0.86 (0.06) 0.84 (0.05) 0.80 (0.11)

BG 0.94 (0.04) 0.96 (0.03) 0.96 (0.02) 0.94 (0.04) 0.95 (0.02)

ICM 0.45 (0.26) 0.54 (0.33) 0.55 (0.32) 0.53 (0.35) 0.44 (0.40)

ICM2* 0.55 (0.18) 0.66 (0.22) 0.66 (0.23) 0.69 (0.21) 0.66 (0.17)

TE 0.59 (0.13) 0.63 (0.13) 0.65 (0.14) 0.58 (0.09) 0.57 (0.08)

ZP 0.66 (0.22) 0.71 (0.24) 0.73 (0.20) 0.75 (0.23) 0.30 (0.51)

All 0.80 (0.06) 0.87 (0.04) 0.88 (0.04) 0.86 (0.05) 0.84 (0.04)

 105



A. Chavez-Badiola 

TABLE 6.2. Comparison of the results by Saeedi et al. and ours in the same database. ICM Inner cell mass, TE 

Trophectoderm, ZP Zona pellucida, DSC Dice Similarity Coefficient. 

Figure 6.7. shows the mean DSC of the regions of interest of the transformed blastocyst images 

compared with the raw images. Note that the ICM segmentation is the most sensitive to the 

transformations, followed by the TE region, and BG, followed by BC, is the most robust to 

transformations. Also, our method is more robust to reduced brightness than increased brightness.  

 

FIGURE 6.7. Mean DSC for the regions of interest (x-axis) between the original blastocyst micrographs and their 

transformations (y-axis) of the segmentation result. 0D, 90D, 180D, and 270D represents the rotational degrees 

transformation. H-, V-, and HV- represent horizontal, vertical, or flip transformations. −100B to 100B represent the 

absolute value of the brightness transformation. BC Blastocoel, BG Background, ICM Inner cell mass, TE 

trophectoderm, ZP zona pellucida, All all the regions of interest. 

Metric ICM (Saeedi et al.) TE (Saeedi et al.) ICM TE ZP

DSC 0.79 0.77 0.67 0.67 0.75

Sensitivity 0.84 0.89 0.62 0.59 0.69

Specificity 0.92 0.86 0.99 0.98 0.98

Precision 0.77 0.69 0.87 0.80 0.85

Accuracy 0.91 0.87 0.96 0.93 0.94
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6.5. Discussion 

This work differs from previously published work in that this method is capable of segmenting 

blastocyst images from the later developmental stages (expansion, hatching, and hatched) and four 

different laboratory settings (i.e. cameras, magnifications, light conditions, and general laboratory 

conditions). The performance of the proposed method was evaluated by computing the Dice 

similarity coefficient (DSC) between the automatic segmentation results and the manual annotations 

from a senior embryologist. Its originality resides in the model’s robustness to adapt to different 

laboratory settings to segment blastocysts in any phase (i.e. expanding, hatching, hatched) and in 

the sensitivity analysis of the performance of the pipeline. 

Automatic segmentation of blastocyst regions could potentially overcome drawbacks like inter-/

intra-observer variability and provide novel quantitative tools for blastocyst evaluation, confirming 

other approaches involving AI-based technologies (Chavez-Badiola 2020a, Chavez-Badiola 2020b). 

This work presents a novel method for automatically segmenting the relevant biological structures 

of blastocysts from micrographs taken at different developmental stages: expansion, hatching, and 

hatched. This method is compared with two ground truth datasets manually segmented by senior 

embryologists: (i) 592 blastocyst micrographs that included embryos at the three developmental 

stages with masks for the BG, ZP, TE, BC, and ICM regions from four different laboratory settings 

(two clinics and two different magnifications each; dataset developed by our group) and (ii) a public 

repository of 249 expansion embryos and with masks for ZP, TE, and ICM (Saeedi et al.2017). The 

results showed a mean of 0.87 DSC across all regions of our dataset (with no relevant difference 

between blastocyst stages) and a mean of 0.79 DSC for the public repository. Additionally, we have 

performed a sensitivity analysis on an independent database to test the robustness of our method to 

adapt to different micrographs conditions. We artificially tested different locations and positions of 

the blastocysts in the micrographs and modified the brightness of the images. However, we 

understand that there is an inherent limitation and information loss when assessing a 2D image of a 

3D structure. 

When analysing the performance of this method between different regions, the ZP is highly relevant 

since it appears in the micrographs as a thin semi-transparent layer with a faint texture that can be 

difficult to differentiate from the background, especially at its outer limits. Moreover, at the hatching 

and hatched stages, the ZP could be absent from certain areas of the blastocyst. That might explain 

why the DSC is near 0.7 since the boundaries of the TE region can be difficult to define. Therefore, 
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although the qualitative results in Fig. 6.2 appear similar to the ground truth, the area overlap may 

be less, producing a low DSC. Moreover, in the dataset, we included 6 highly collapsed embryos 

where no TE was found by embryologists, which made it a harder problem for the AI. The ICM was 

the most challenging region for embryologists to segment when presented with static images and 

for our method. This was perhaps because of its large optical similarity with the TE or due to those 

embryos where it could be erroneously confused with TE either because it was out of focus, 

completely invisible in the image, or the embryo collapsed. However, the proposed method always 

tries to find it on the micrographs and produces a zero DSC when absent, which could explain the low 

mean and high standard deviation. By removing the 107 images with no ICM identified by the 

embryologists, the score increased from 0.54 to 0.66. 

In the second dataset, the method showed higher specificity and precision but lower DSC and 

sensitivity than the results reported by Saeedi et al. in both regions (TE and ICM). These results 

suggest a high performance among the pixels predicted as TE and ICM (a high true positive rate) but 

also leaving many pixels among the mask unselected (high false negative rate). This behaviour is 

demonstrated by nearly absolute specificity (0.99 and 0.98 for ICM and TE, respectively), interpreted 

as correctly identifying almost all the true negative pixels, contrasting with a very low sensitivity (0.62 

and 0.59 for ICM and TE, respectively). Put simply, when our method classifies a pixel as TE or ICM, it 

may be true, but there might be many other pixels that our method is missing. However, our method 

demonstrated a better overall accuracy (metric including both true and false positives) (0.96 and 0.93 

for ICM and TE, respectively). When comparing the performance of our method in both datasets, we 

found a slightly better result in the dataset provided by Saeedi et al., with an increase in DSC of 0.13, 

0.04, 0.01, and 0.04 for ICM, ICM2, TE, and ZP. This could be due to our dataset's heterogeneity 

(laboratory settings, blastocyst phases, embryo quality), and the inclusion of collapsed embryos and 

non-evident ICM, such as embryos photographed while the ICM was not in the focal plane. 

Additionally, further work has been done on the same database. Rad et al., 2018 published a 

conference paper in which a multi-resolution ensemble of Stacked Dilated U-Net architecture to 

segment the ICM from expansion embryos, reporting a precision of 88.6%, recall of 91.5%, accuracy 

of 98.3%, and SDC of 89.5% on their test set (n = 35) (Rad 2018b). A year later, the same group 

reported BLAST-NET, a Dense Progressive Sub-pixel Upsampling architecture to segment all five 

segments (Rad 2018b). This architecture showed a Mean SDC of 0.91. Harun et al., in 2019, also 

reported ICM and TE segmentation performances (one network for each segment) using a Residual 
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Dilated U-Net. They report that their approach can identify the ICM region with 99.1% accuracy, 94.9% 

precision, 93.8% recall, and 94.3% Dice Coefficient and the TE region with 98.3% accuracy, 91.8% 

precision, 93.2% recall, and 92.5% Dice Coefficient (Harun 2019a). Despite the performances of 

these networks apparently overcoming ours, it is important to highlight that the database contains 

several limitations; all the images come from a single laboratory setting of expansion blastocysts only. 

Our dataset contains 4 different lab settings, meaning different magnifications, cameras, and light 

conditions, and also includes embryos at different phases. Using a two-step architecture, our approach 

also segments five classes within a single model. Further work would need to be done on different 

databases and architectures to prove their ability to generalise. 

Regarding the sensitivity analysis, the ICM was the most affected by the different image 

transformations observed, followed by TE, ZP and BC. We can also state that increased brightness 

was more detrimental to the segmentation than reduced brightness. The rotational and flipping 

transformations had similar detrimental effects across masks, the ICM being the most affected. The 

sensitivity analysis highlighted the strengths and weaknesses of our segmentation method, providing a 

path for improving the robustness of the pre-processing and segmentation in later versions. Further 

studies could be conducted on larger manually annotated images from different laboratory settings to 

assess the segmentation model's generalisability properly. 

Table 6.1. shows the ability of the autoencoder to refine the segmentation obtained from the texture-

based classifier (from 0.80 to 0.87 of DSC for all regions). This novel deep learning architecture shows 

a hybrid traditional computer vision (top-down) and deep learning approach (bottom-up) of pre-

processing and extracting informative features from the images to further classify each pixel for a 

second step of refinement, including the neighbouring pixels of the segmentation through an encoder-

decoder architecture. We foresee that this approach could be applied to other segmentation problems. 

Although this method was tested against an external dataset, the generalisability of this model using 

different protocols, culture methodology, and microscopes remains to be tested. As mentioned above, 

the blastocysts used for training and validation were developed under a protocol of assisted hatching, 

which might induce a bias in the method's performance. Embryos treated with this procedure hatch 

earlier than untreated embryos, altering important morphological aspects of the blastocyst, like the 

thickness of the ZP, the “figure of eight” shape of the hatching blastocyst, and overall blastocyst size. 

Other differences in IVF protocols should also be tested, such as culture media, freeze-thawed or 

 109



A. Chavez-Badiola 

biopsied embryos, and many others. Additionally, a limitation of our results was the poor performance 

in segmenting the ICM, which might be one of the most relevant features for predictive algorithms due 

to its high biological relevance. It is also fair to assume a bias of our ground truth dataset, given the 

proven existence of inter-/intra-embryologist variability in assessing embryos according to their regions 

(Bormann et al.2020). Finally, the ICM may have to be visualised at different focal positions as the 

blastocyst is 150-300 micrometres in diameter. Although this is the first work that includes segmenting 

the three late phases of a blastocyst, there is a strong bias due to the data unbalance. Further work 

must be done in testing different neural network architectures in a phase-balanced database. The 

limitations of our work could be summarised as having a moderate performance on segmenting ICM, 

the high phase imbalance in our database, the bias of the blastocysts images being under an assisted 

hatching protocol, that the manual annotations were performed by a single senior embryologist and 

the relatively small database. 

While there are methods for blastocyst analysis that do not make use of a segmentation step, the 

advantage of segmentation is that the data fed to the machine learning models have a structure that 

depends on the well-identified characteristics of the cell, which can be translated into more transparent 

and explainable AI models. Future clinical applications using automated segmentation methods might 

include blastocyst ploidy status prediction, blastocyst transference outcome, or assistance during TE 

biopsy. 
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7. Evaluating AI predictive models in reproductive 

medicine (specific aim e) 

The following chapter is encapsulated in a prior published work: 

Curchoe CL, Farias AF, Mendizabal-Ruiz G, Chavez-Badiola A. Evaluating predictive 

models in reproductive medicine. Fertility and sterility. 2020 Nov 1;114(5):921-6.  

My contributions include the general layout, literature review, analysis of results and discussion. 

Some of the specific wording is changed to give context to a thesis chapter. However, the majority 

remains unchanged as the words were originally authored by myself. 
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7.1 Chapter Summary 

Predictive modelling has become a distinct subdiscipline of reproductive medicine, and researchers 

and clinicians are just learning the skills and expertise to evaluate AI studies. Diagnostic tests and 

model predictions are subject to evaluation. Their use offers potential for both harm and benefit in 

terms of diagnosis, treatment, and prognosis. AI models' performance and potential clinical utility 

hinge on the quality and size of the databases used, the types and distribution of data, and the 

particular AI method applied. Additionally, when images are involved, the method of capturing, 

preprocessing, and treatment and accurate labelling of images becomes an important component of 

AI modelling. Inconsistent image treatment or inaccurate labelling of images can lead to an 

inconsistent database, resulting in poor AI accuracy. Here, a critical appraisal of AI models in 

reproductive medicine is discussed, conveying the importance of transparency and standardisation in 

reporting AI models so that the risk of bias and the potential clinical utility of AI can be assessed.  

7.2. Chapter introduction  

Every discipline endeavours to improve and optimise its practices to maintain and ensure future 

competitive advantages, create better products or services, and develop cost-effective production 

and delivery modes. For this reason, industries regularly pursue the most advanced technological 

tools being developed by scientists and researchers. As discussed throughout this thesis, AI is an 

area of computer science that is of intense interest to the health service industries, including 

reproductive medicine. 

As outlined in the general introduction (chapter 1), including AI in reproductive medicine is highly 

desirable for many reasons. For example, AI systems can make decisions based on facts and 

supporting data, thus making the decision process reproducible and repeatable; by contrast, humans’ 

decisions may depend on emotional states and are prone to subjectivity, fatigue, and other types of 

biases (Phillips-Wren G, 2020). Also, AI can learn and analyse very complex patterns with increased 

resolution while analysing a greater number of variables in comparison with humans (Wang S, 2012). 

As described in this thesis and elsewhere, AI should reduce healthcare costs while improving 

outcomes. 

Established algorithms can learn quickly from new medical information from successful clinical cases 

and guidelines to reduce the gap between research and clinical practice. Errors in diagnosis and 
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treatment in human clinical practice can be reduced by AI assisting in clinical activities and making 

real-time predictions on health risks. Given full information, AI can identify novel determinants of 

subfertility, such as specific lifestyle habits, environmental factors, and other key drivers of reduced 

positive outcomes. If pregnancy and the success of an in vitro fertilisation (IVF) cycle can be 

predicted, AI can make related healthcare recommendations to increase the chances of success. 

While most AI algorithms and computational methods may be difficult to implement, many open-

source and free software libraries are now available. However, integrating these models into clinical 

practice is challenging. Developers should work with a multidisciplinary clinical team to better 

understand the advantages, costs, requirements, and limitations of implementing such a system; 

they should also set a risk management plan to identify potentially hazardous scenarios on behalf of 

patient safety (Tran B, 2019). Potential users of AI models in reproductive medicine include a wide 

range of individuals: clinicians, embryologists, nurses, and administrative personnel. Newly 

introduced AI tools must be user-friendly to contribute to an efficient workflow. The potential clinical 

advantages of such systems should not come at the cost of an increased workload (e.g., increased 

annotations). An AI model is considered clinically helpful if its decisions can be shown to improve 

patient outcomes or be economical. ‘‘Overfitting’’—when a model has learned the training data too 

well and loses its ability to generalise to new data— is a potential risk. When training a model, the 

goal is to learn an abstraction of the data, not to learn each data point literally. There are frameworks 

for assessing both the performance of predictive models for decision analysis (net benefit) 

(Steyerberg E.W, 2010) and for prospective cost-effectiveness analysis (Ulahannan T.J, 2002). 

Assuming that an AI has been successfully developed and its clinical recommendations are as good 

as an experienced senior health care provider, any user will have access to this ‘‘expert opinion’’ 

anytime, without the human biases that may result in suboptimal performance. Thus, these models 

will have the advantage of being reproducible, scalable, and tireless, and they could potentially be 

used anywhere in the world, ideally at a low cost. But to do this, AI models must be ‘‘generalisable.’’ 

That is, a model’s ability to make sense of data that were not part of its training is referred to as its 

ability to generalise. Sometimes, noise is introduced into training data to improve a model’s 

generalisation ability—this allows the model to make sense of noisy data. However, the labels must 

be accurate (of high quality). This could dramatically change current practices in reproductive health, 

clinic administration, and decision-making processes internally and in front of the patient (Callahan A, 

2017). 
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7.3. Material and Methods  

In this review, we investigate how we, as readers and referees, approach AI and machine learning 

(ML) literature in reproductive medicine and understand the validation and usefulness of a publication 

from the clinical context. To this end, we performed a bibliographic search on Web of Science, 

Scopus, and PubMed. The search keywords were ‘‘artificial intelligence,’’ ‘‘machine 

learning,’’ ‘‘artificial neural networks,’’ ‘‘convolutional neural networks,’’ ‘‘deep learning,’’ and 

‘ ‘ B a y e s i a n ’ ’ c o m b i n e d w i t h ‘ ‘ I V F, ’ ’ ‘ ‘ I C S I , ‘ ‘ A R T, ’ ’ ‘ ‘ e m b r y o , ’ ’ ‘ ‘ h u m a n 

embryo,’’ ‘‘semen,’’ ‘‘sperm,’’ ‘‘oocyte,’’ and ‘‘egg.’’ 

7.3.1. Inclusion Criteria 

This review broadly surveys studies that propose, develop, or apply AI techniques to predict or 

classify reproductive data, such as evaluating embryos, oocytes, or semen quality (Supplemental 

Table 1, available online; www.repro-AI.org). The review includes published proposals and 

observational studies (cohort, case, cross-sectional, case reports, and series) for clinical and 

research applications. 

7.3.2. Exclusion Criteria 

We excluded studies performed with nonhuman species and those published in languages other than 

English. Reviews, editorials, and congress abstracts were also excluded. 

7.3.3. Study Selection 

After removing duplicate publications, four investigators independently assessed the titles and 

abstracts of all articles. Studies that did not meet the inclusion criteria were excluded. Disagreements 

regarding inclusion were resolved by consensus or with the involvement of a fifth author. 

7.4. Results  

This analysis looked at 41 full-length, peer-reviewed publications reporting on AI/ML models for 

various aspects of reproduction. Each study was classified according to model type (Bayesian, 

support vector machine, neural network) and analysed for sample type, data origin, accuracy, 

sensitivity, specificity, and data set size, among other features (Supplemental Table 1). The results of 

this study are available online and will be dynamically updated at www.repro-ai.org, a neutral 
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consortium of scientists, physicians, and mathematicians advancing artificial intelligence in 

reproductive medicine. 

7.5. Chapter discussion 

Some of the most recent and successful AI methods are based on ML paradigms in which the 

computer determines the optimal parameters of a high-dimensional model (mostly nonlinear) used to 

complete the required task (Lecun Y, 2015). These optimal parameters are computed by employing 

numerical optimisation algorithms that attempt to minimise a defined error function that depends on 

the model's performance to complete the desired tasks evaluated using the examples provided 

(Werbos P., 1974). 

Therefore, the size and quality of the data used to train an AI model are essential for its success. 

This is especially important in reproductive medicine, where data are not as easily obtained due to 

data privacy and a lack of structured electronic medical records (medical history, diagnoses, 

medications, immunisation dates, allergies, laboratory results, and doctor's notes). To overcome this 

problem, some groups have participated in multicentric collaborations to increase the size of their 

data, with excellent results. Low-quality and/or small databases can lead to biased models that might 

not be generalisable across clinics or reproducible. Because AI relies on the quality of the information 

used for training, transparency about the quality of data sets is paramount to determining a novel AI 

model’s clinical potential. Due to the data challenges outlined previously, most AI studies in 

reproduction involve static two- dimensional image or video analysis instead of data-driven decision-

making. Therefore, many good practice points and discussions in this review focus on challenges 

inherent to image analysis. 

A challenge for multicentric collaborations is the critical step of image pre-processing and treatment 

of images before feature extraction (images are isolated from the background and edges detected) 

and model training. Clumsy pre-processing and federated subsets of data generated from various 

geographic locations (with different cropping and contrast, taken on a wide variety of cameras and 

microscopes) may yield an inconsistent database, leading to AI models with poor accuracy. Similarly, 

inaccurate feature labelling, such as normal sperm morphology, successful fertilisation, or embryo 

grading, is also critically important. A worldwide common image/video embryo repository (similar to 

genome sequence databases), along with automated methods to crop, remove patient information, 

rotate, and size images for reproduction, is a worthwhile goal. 
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7.5.1. Four reasons to interpret reproduction AI studies with caution 

1. No generalisability assessment. Ideally, an AI-based algorithm should be tested for 

generalisability across clinics and using a wide spectrum of sample types available in 

clinical practice. However, some studies presented here describe AI-based algorithms 

trained using data from a single clinic or with very specific inclusion criteria (e.g., a single 

brand of incubators, healthy patients, age constraints, only day-5 blastocysts), limiting 

their clinical applicability in other conditions. 

2. Unbalanced data. An AI algorithm is trained to find the best performance with the specific 

data presented. When the training set is highly unbalanced, the model may be prone to 

intrinsic bias. Thus, the description of the algorithm should include the actions taken to 

avoid such bias (Adams N.M, 1999, Drummond C, 2006). 

3. Small sample size. By nature, AI algorithms should be trained on large databases 

because a small sample size can compromise the model’s performance and introduce 

overfitting (Vabalas A, 2019). 

4. Limited performance metrics were reported. Algorithms for AI in assisted reproduction 

are usually classification systems that predict whether a biological sample has a good or 

poor prognosis. These classifiers can be assessed using different metrics; accuracy and 

area under the curve are the most common. However, with these metrics alone, a reader 

cannot perform a more profound performance analysis, for example, if the model is more 

prone to error in one class or the other. A good practice in this area is to be fully 

transparent by reporting the confusion matrix or presenting a table with the testing case, 

prediction, and true results. 

An AI model’s performance is closely related to the database quality it was trained on. Although 

seemingly obvious, this is important when a user tries interpreting the model’s results. For example, 

let us say that AI model ‘‘A’’ was trained with embryo images taken on day 3 using a good 

multicentric database to predict its probability of reaching the blastocyst stage. However, a closer 

look into the data might show that the entire database included embryos inseminated with 

intracytoplasmic sperm injection (ICSI) and grown in sequential culture media. Is this model 

generalisable to images taken on days 3.5 or 4? Or is it accurate for IVF-inseminated oocytes? Is it 

also applicable when different culture media are used? Standard reporting conventions for IVF and 

assisted reproductive technology studies should provide not only the number of images but also 

patient details regarding the IVF/ART cycles. 
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Another limitation is the concept of ‘‘balanced’’ versus ‘‘unbalanced’’ data. When data are not 

balanced (i.e., an approximately equal number of positive and negative training examples), the AI will 

tend to recognise, with a higher probability, data that are in the majority. Or even worse, if 90% of the 

samples are negative, it can reach 90% accuracy by predicting everything negative. It would only be 

evident with additional reporting, such as confusion matrix or sensitivity and specificity. 

All users should be trained to interpret an AI system's results and be aware of the limitations 

regarding validation procedures and the conditions of the model. For example, even if the AI was 

trained on an unbalanced data set, any validation testing should be performed with a balanced data 

set. To overcome this problem, a proper sensitivity analysis should be performed when evaluating an 

AI model. However, if a user can access a robust AI system or one trained under conditions similar to 

those in the clinic where it would be implemented, a quality assurance test should be performed 

before the model is used in real cases. 

As far as I am aware, no prospective studies have been published in which an AI model's 

performance is compared with standard clinical decisions. Technologies with AI/ML have the potential 

to highly improve fertility treatments in terms of reducing the time to pregnancy and lowering the 

associated costs. 

7.5.2. Reporting and validating results 

Validating an ML algorithm consists of evaluating the model’s performance with respect to a defined 

ground truth (GT). Most of the time, this GT is defined by experts in the field, and the validation is 

performed retrospectively. However, in some cases, validating the models in prospective studies is 

possible. In any case, the most common comparison of ML algorithms is the similarity in the 

performance with respect to what can be expected from one or more human experts. 

Also, because reproductive treatment can vary widely, sensitivity analysis and generalisability tests 

should be performed before the technology is introduced into daily practice. Furthermore, before an 

AI model’s clinical application, quality assurance should always be considered whenever a model is 

introduced into a new setting for the first time. 
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7.5.3. Ground truth and validation set 

As mentioned throughout this thesis, GTs are the known outcomes the AI is trained with. Expected 

outcomes in reproductive medicine are successful treatments (i.e., positive pregnancy test, presence 

of a heartbeat, live birth), ploidy status of an embryo or gamete, or any middle step indicating that the 

probability of a treatment’s success is increased (e.g. freeze-thaw survival, normal fecundation, 

normal cleavage, normal blastocyst). Artificial intelligence systems regularly trained to predict one of 

these outcomes should be assessed in terms of usefulness in a ‘‘real-life’’ treatment protocol. Also, 

the model should be assessed using an independent validation set. Unfortunately, the most relevant 

clinical outcomes in reproductive medicine, such as live birth, depend on so many factors (e.g., 

environmental exposures) that unless big data enters the picture, such ambitious outcome measures 

might not be as realistic as a GT. Even if the outcome measured is suboptimal or a proxy, such as 

implantation, ploidy (in the case of embryo assessment), achieving two-pronuclear status, and 

blastocyst formation (for gamete predictions), they may have to suffice for now. Could it be that the 

GT, for now, should be a senior embryologist or a vote between several senior embryologists? 

7.5.4. Database features 

Database conditions (inclusion and exclusion criteria) and training size (after exclusions criteria) 

should be assessed to determine whether a wide spectrum of possibilities is included in the training 

and test set. This would help a user identify a model’s restrictions or limitations. Artificial intelligence 

models also have frequently been constructed over unbalanced data (true to false rate different than 

1), a potential source of bias in the training process (Lobo J.M, 2008, Saito T, 2015, Mazurowski M.A, 

2008). 

7.5.5. Reproducibility and repeatability 

When a validation study is presented, its methodology should be transparent to ensure reproducible 

and repeatable results. When evaluating a new AI model, sufficient details should be provided to 

enable independent validation. Validation data sets should be balanced, even if the AI were trained 

using an unbalanced data set. 

7.5.6. Sensitivity and specificity testing 

The output from a model is often a probability, indicating the percentage chance for a positive 

outcome. Usually, a threshold is set such that any probability above 50% is considered a positive 
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outcome, and any probability below is considered a negative outcome. Sensitivity and specificity 

values can be calculated for each threshold. A lower threshold value will yield a higher sensitivity and 

lower specificity; a higher threshold value will yield a lower sensitivity and higher specificity. The 

nature of this trade-off can be summarised by calculating the area under the curve (AUC) of the 

receiver operating characteristic (ROC) curve. 

The AUC corresponds to the probability that a randomly selected positive example has a higher 

output from the model than a randomly selected negative example. The AUC is a commonly used 

metric for classification algorithms. It must be understood in terms of the ROC curve: the trade-off 

between the true positive rate (sensitivity) and the false positive rate (1 - specificity) when moving the 

negative/positive threshold. An important caveat is that this metric cannot be trusted in highly 

unbalanced data (Adams N.M, 1999, Drummond C, 2006). 

The performance of a sensitivity test is highly desirable and should be presented when the 

development of a new model is reported. Sensitivity tests should include the model’s accuracy and 

performance given different conditions of the test set (e.g., age cohorts, culture conditions). Similarly, 

the performance of an error analysis, in which the errors obtained during the testing phase are 

assessed, and emerging patterns should be considered. 

7.5.7. Results provided 

It is also relevant to note how results are presented. An optimal way to present a model’s results is 

through a confusion matrix, allowing readers to compare true versus false positives or negatives and 

view any metric related to the table (including accuracy, precision, F1 score, sensitivity, specificity, 

etc.). For example, is the model more prone to false negatives or positives? And how would these 

results impact the protocols of your clinic? Is a true outcome more confident than a false outcome? 

What are the implications of the table for a laboratory’s protocols? 

7.5.8. Separate data for validation and testing 

A common strategy for validating models is by n-fold cross-validation. Suppose 100 different models 

are validated using the same n-fold cross-validation data set. In that case, there is a high probability 

that one of these models will accidentally perform better than the others. Therefore, a separate test 

set should be used when reporting the final results. The test set should not have been used to 

evaluate any other models, or else it will suffer from the same problem as the initial n-fold cross-
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validation, and it should be a balanced data set. This is another reason that a study needs to be 

reproducible so it can be verified by others using different data sets. 

7.5.9. Test set comparison to user settings 

As discussed earlier, the limitations of the training database will be reflected in the limitations of a 

model’s results and usability. If a model were not trained with settings similar to where the user 

intends to adopt it, further studies would need to be performed to assess its quality and 

interpretability. The impact of the technology’s inclusion into the clinical process and patient 

outcomes must be analysed. Some studies might not be designed directly for use in clinical practice 

but rather to test an AI model’s performance against other methods. 

7.6. Reader and Referee Considerations: A Quick Reference 

• Is the purpose of the presented study clearly defined (15): development of a new model 

(without attempting to validate), the validation of a new model, or a combination of both? 

• Is any reasoning presented for the choice of sample size (i.e., by studying similar 

problems in the literature, use of a domain expert, or statistical method)? 

• Was an inflection point reached where providing more training data to the system no 

longer yields improved accuracy (e.g., data size vs accuracy plot)? 

• Were enough data analysed to demonstrate that one model is better than another? 

• Is the architecture fully described, explaining why each algorithm was selected to help 

the reader determine the appropriateness of the tests or the comparisons? 

• In the case of neural networks, does the description of architectures include the number 

of layers employed (to differentiate at a glance those algorithms with deep learning 

capabilities)? 

• Are enough data points used to achieve a desired level of performance (enough data to 

reasonably capture the relationships between input features and between input features 

and output features)? 

• Did the training set achieve a sufficient estimate of model performance? 

• Are both controlled and uncontrolled variables identifiable and described? Are the 

inclusion and exclusion criteria for the data collection specified (which directly reflect in 

which situations it can be used within a clinical environment)? 

• Is it a balanced data set preferred for training and validation? 
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• If unbalanced data sets are used for training, is it acknowledged, along with a description 

of the selected mathematical approach used to compensate for such imbalance? 

7.7. How do we critically appraise the efficacy of AI in reproductive 

medicine? 

The average reader or journal referee is likely not sufficiently well-versed in the nuances of AI/ML to 

differentiate between a good and poor AI study. AI is complex, and the reports routinely introduce 

mathematical or computer science jargon alien to medical science. Thus, AI-related manuscript 

referees should include at least one ML data scientist or mathematician to ensure robustness. 

Although AI/ ML studies rely on sophisticated statistical and mathematical analyses, they are 

presented within a clinical setting we are familiar with. Certain guidelines have been published to 

help reproduction clinicians better appraise AI technology (Liu Y, 2019; Jaeschke R, 1994). 

The first step in appraising an AI paper in the context of reproductive medicine is to understand what 

the report is about. In brief, it could present (Liu Y, 2019): 

1. The development of a new AI/ML prediction model (not yet validated) 

2. The validation of a new or an update of an existing model 

3. A combination of both 

The first scenario focuses on the model’s robustness, database characteristics (size, distribution, 

balance), and an evaluation of the proposed mathematical approach. In the second scenario, there 

could be a description of a tool that may be implemented in a clinical setting; most traditional ways to 

evaluate a new or updated predictive model's clinical usefulness would apply, including the study's 

replicability. The third scenario is probably the most challenging for the clinician because, besides 

assessing clinical usefulness, evaluating these studies involves understanding applied mathematics 

and complex statistics. Approaching such studies as if they were presenting two different outcomes 

in a single document is perhaps the best way to understand the investigators’ intentions. 

Several tools and checklists have been developed to assess study design, reporting, validation, and 

risk of bias for reviews and meta-analyses, prediction models, prognostic models, and clinical trials. 

However, due to the inherent characteristics of AI/ML, it is essential to note that these tools might not 
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entirely apply to AI/ML studies. Supplemental Table 2 (available online) compares the uses and 

limitations of several models. 

Several tools are particularly relevant for referees and readers of contemporary AI and reproductive 

medicine studies. The TRIPOD (Transparent Reporting of a Multivariable Prediction Model for 

Individual Prognosis Or Diagnosis) initiative developed a set of recommendations for reporting 

studies developing, validating, or updating a prediction model, whether for diagnostic or prognostic 

purposes. It does not describe how prediction modelling studies should be performed but how 

studies (regardless of how well or poorly designed) should have common reporting elements. The 

presence or absence of a reported element is not correlated with the risk of bias in the model. 

The PROBAST (Prediction model Risk Of Bias ASsessment Tool) tool assesses the risk of bias and 

concerns regarding the applicability of diagnostic and prognostic prediction model studies. Evaluators 

can use PROBAST to assess model development and validation studies, including those updating a 

prediction model. Additional quality assessment tools may be needed depending on the study design 

(not intended for predictor finding studies, prediction model impact studies, or clinical trials). 

Future AI research should be evaluated using tools in development, such as TRIPOD-AI and tools 

specific for clinical studies like Cochrane RoB (Supplemental Table 2). The TRIPOD steering group is 

developing additional reporting guidance for prediction model studies based on AI or ML methods 

(TRIPOD-AI) for model development, validation, or updating. 

Randomised controlled trials (RCTs) are considered as close to a gold standard as possible for 

clinical validation when assessing ‘‘static’’ interventions. Their benefits are obvious in most areas, 

although several issues inherent to their construction and aims could challenge their applicability in 

AI/ML studies. The most pressing concern might be the speed at which AI/ML models can be 

updated and their inherent learning capabilities, which allow for a model to be tuned to specific 

practice conditions. This contrasts the complex logistics required for an RCT and the long time it 

takes from design and recruitment until publication. In other words, a 2-year RCT project could 

demonstrate that a 2.5-year-old version of an AI/ML model is good by the time the same ML model is 

already in its third or fourth version/update (Sanson-Fisher R.W, 2007, Nichol A.D, 2010). 
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Because ML models are designed to learn, assessing a model’s robustness (e.g., internal validation, 

external validation) is crucial when considering its clinical readiness. Before a clinical application is 

considered, evaluating a model’s performance after tuning it for individual practices through a 

standardised quality assurance (QA) process is paramount and should be considered good clinical 

practice. In other words, a well-constructed ML system should always be allowed to learn from new 

data sets, and its clinical validation will depend on high standards of QA protocols (Mahadevaiah G, 

2020). 

The data from this study are now published online at www.Repro-AI.org.  
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8. General Discussion  

This thesis was successful in fulfilment of its specific aims in that: 

• A prototype for predicting pregnancy test results after embryo transfer using machine 

learning was successfully developed by image feature extraction and analysis (AIR E®). The 

results accept the hypothesis that this novel approach can predict pregnancy test results 

(specific aim a), indicating the feasibility of using the system to predict positive implantation 

tests from a single digital image to prognosis. A potential new and practical approach to 

embryo classification and selection that may be easily integrated into clinical practice was 

thus developed. 

• An Embryo Ranking Intelligent Classification Algorithm (“ERICA” – a natural successor to 

AIR E®) was developed. ERICA, an AI clinical assistant, was established to have embryo 

ploidy and implantation predicting capabilities. In other words, the hypothesis that ERICA 

can predict ploidy status in IVF embryos was confirmed (specific aim b). Following training 

and validation, ERICA was more successful than random selection and experienced 

embryologists in correctly identifying and ranking embryos with the highest implantation 

potential using a static picture as the only source of information. ERICA thus has the 

potential to assist embryologists and clinicians without the need for time-lapse or invasive 

embryo biopsy. 

• The application of ERICA based on static images was further demonstrated, and the 

hypothesis that it may have the potential to predict first-trimester pregnancy loss/

spontaneous abortion was accepted through a retrospective pilot study (Specific aim c). 

Specifically, results support a correlation between the risk of spontaneous abortion and 

embryo rank as determined by ERICA’s classification algorithm. The preliminary study 

suggests that AI (ERICA™), which was designed as a ranking system to assist with embryo 

transfer decisions, might also help provide information for couples on the risk of spontaneous 

abortion. 

• The first automatic method for segmenting all the morphological structures during the 

different blastocyst developmental stages was developed. A sensitivity analysis established 

that this method is robust (Specific aim d). This approach can automatically segment 

blastocysts from different laboratory settings and developmental phases of the blastocysts, 

all within a single pipeline and could increase the knowledge base for embryo selection. 
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• A systematic evaluation of predictive AI models in reproductive medicine is demonstrated 

(Specific aim e). A critical appraisal of AI models in reproductive medicine is discussed, 

conveying the importance of transparency and standardisation in reporting AI models so that 

the risk of bias and the potential clinical utility of AI can be assessed. Four reasons to 

interpret reproduction AI studies with caution are given, as is a guide to critically appraise AI's 

efficacy in reproductive medicine. Finally, a quick reference reader and referee consideration 

guide is given.  

This thesis thus demonstrates that AI can be utilised as a promising tool to resolve many 

longstanding challenges in reproductive medicine, assist clinicians in decision-making, and achieve 

the ultimate goal of a healthy, live-born baby. Here, attention is paid mostly to embryo analysis; 

however, similar principles apply to sperm and egg analysis and the interaction between the two 

gametes. While this thesis focuses on embryo analysis, my work in these other areas is presented in 

the appendix. In other areas of reproductive medicine, AI has the potential to assist as well, including 

endometrial receptivity, uterine function, fertility impact of diseases such as endometriosis and 

adenomyosis, recurrent implantation failure, and recurrent pregnancy loss (Curchoe C 2021). 

Barriers to achieving this include health record privacy terms, paper records and variations in 

electronic medical record systems (Hickman 2020). AI will also play a significant role in the future of 

IVF, which realistically, will only come about if the artisanal approach of manual handling, basic 

microscopy, and subjective analysis is replaced. Automation and AI are the most likely combinations 

of modalities to achieve this (Abdullah 2022)  

8.1. Promise and Progress of AI in Embryo Assessment 

Artificial intelligence (AI) techniques involving machine learning, computer vision and neural networks 

have shown increasing promise for automated analysis of embryo images and prediction of viability 

and outcomes in IVF (Curchoe et al., 2020). As demonstrated in this thesis, proof-of-concept models 

have proven successful in specific controlled environments. Pregnancy likelihood following embryo 

transfer could be predicted using computational image feature analysis (Chapter 3). At the same 

time, the proposed ERICA system ranked embryo quality and ploidy potential, surpassing human 

experts and random chance when evaluated on static images (Chapter 4,5). Automated 

segmentation algorithms also reliably identified key morphological structures in embryo micrographs 
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to aid selection, with robustness to variations in orientation, lighting or development phase (Chapter 

6). 

Collectively, these results establish feasibility and indicate progress on the possibilities of AI-guided 

decision support for embryologists. If rigorously developed and clinically validated, such tools could 

enhance efficiency, precision and consistency in the highly skilled task of distinguishing viable 

embryos. By reducing qualitative subjectivity and human limitations, AI has the potential to expand 

global access to IVF services through improved outcomes and productivity. 

8.2 Bridging the Gap Between Potential and Practice 

However, most current applications are limited to proof-of-concepts in tightly controlled environments 

using small datasets from individual clinics. The paradigm shift promised by AI in embryo 

assessment will require bridging substantial gaps before real-world clinical deployment. Model 

reliability and safety must be demonstrated more conclusively across diverse patient populations and 

IVF protocols. 

Large-scale, heterogeneous and multicentre training data will be essential for generalisable AI tools 

that maintain accuracy despite variations in laboratory or stimulation conditions (Kragh & Karstoft, 

2021). Standardised imaging protocols and consistent pre-processing are also key. Robust validation 

frameworks must keep pace with the complex considerations of continuously self-improving systems 

reliant on recursive algorithms (Hickman et al., 2020). 

User perspectives must inform development so AI solutions integrate smoothly into existing clinical 

workflows rather than disrupt them. Understanding end-user receptivity via participatory design can 

circumvent bottlenecks to adoption (Riegler et al., 2021). Initiatives to facilitate open data sharing and 

coordinated labelling efforts between global embryology networks could also accelerate progress. 

8.3 Responsible Translation Into the IVF Laboratory 

The transformation of embryo selection by validated AI assistants must occur responsibly. While such 

tools can enhance clinical decision-making, human expertise remains invaluable and should be 

complemented, not replaced. Embryologists provide nuanced situational judgements that algorithms 

may lack. AI solutions should, therefore, align with and amplify rather than automate or eliminate the 

embryologist’s role. 
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Transparency regarding source data, development protocols and performance benchmarks will help 

earn stakeholder trust. Patient benefit rather than commercial potential should anchor the 

technology’s application. Regulatory structures should incentivise continuous improvement cycles but 

prevent premature adoption until sufficient evidence of safety and efficacy accrues from multicentre 

randomised trials. 

8.4 The Road Ahead: Cautious Optimism Amid Emerging 

Possibilities 

Realising AI’s promise in the high-stakes domain of assisted reproduction warrants cautious 

optimism tempered by scientific rigour. The foundations laid through the investigations compiled in 

this thesis provide signals of viability, but the scope for improvement persists. As larger datasets 

proliferate and collaborative infrastructures mature, rapid gains can be responsibly channelled into 

cost-effective and globally accessible AI-IVF integration. Concrete progress is evident, but hype must 

not outpace clinical readiness to balance innovation with prudence in this mission. 

8.5. Conclusions 

The potential of artificial intelligence to transform embryo assessment as a pillar of assisted 

reproductive technology is evident. From early machine learning models predicting the likelihood of 

pregnancy to more advanced neural networks ranking embryo viability or automating morphological 

analysis, this thesis compiles encouraging proof-of-concept explorations. The rigorous evaluations 

also outline considerations regarding generalisability, standardisation of imaging inputs and 

transparency of reporting to earn stakeholder trust. However, a broader motivation also underpins 

these technical investigations – the need to expand global access to IVF services radically. 

The current human-intensive IVF model is reaching unsustainability, with overburdened 

embryologists as one of the bottlenecks preventing treatment at scale. Extrapolating from declining 

fertility rates, this restriction could have profound societal impacts. Automating aspects of IVF through 

rigorously validated AI could thus provide a desperately needed solution by increasing efficiency, 

precision and consistency. Rather than replacing embryologist expertise, AI-guided decisions could 

redefine clinical roles from mechanical to cognitive, supported by automated technologies handling 
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repetitive tasks. If responsibly implemented, AI and advances in robotics and microfluidics could drive 

a new era of IVF productivity to serve millions more aspiring parents worldwide. 

Substantial research gaps remain between demonstrating isolated technical viability to orchestrating 

whole-workflow automation. But the foundations laid through these preliminary investigations, notably 

around embryo prioritisation, show AI’s potential to assist human limits in tackling a problem of 

profound scale. Methodical bridging of current limitations via interdisciplinary collaboration could 

launch a new era in in-vitro fertilisation to uncharted frontiers. 
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