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Understanding face detection with visual arrays and real-world scenes
Alice Nevarda, Graham J. Holeb, Jonathan E. Pruntya and Markus Bindemanna

aSchool of Psychology, University of Kent, Canterbury, UK; bSchool of Psychology, University of Sussex, Brighton, UK

ABSTRACT
Face detection has been studied by presenting faces in blank displays, object arrays, and real-world
scenes. This study investigated whether these display contexts differ in what they can reveal about
detection, by comparing frontal-view faces with those shown in profile (Experiment 1), rotated by
90° (Experiment 2), or turned upside-down (Experiment 3). In blank displays, performance for all
face conditions was equivalent, whereas upright frontal faces showed a consistent detection
advantage in arrays and scenes. Experiment 4 examined which facial characteristics drive this
detection advantage by rotating either the internal or external facial features by 90° while the
other features remained upright. Faces with rotated internal features were detected as
efficiently as their intact frontal counterparts, whereas detection was impaired when external
features were rotated. Finally, Experiment 5 applied Voronoi transformations to scenes to
confirm that complexity of stimulus displays modulates the detection advantage for upright
faces. These experiments demonstrate that context influences what can be learned about the
face detection process. In complex visual arrays and natural scenes, detection proceeds more
effectively when external facial features are preserved in an upright orientation. These findings
are consistent with a cognitive detection template that focuses on general face-shape information.

ARTICLE HISTORY
Received 1 December 2022
Accepted 30 August 2023

KEYWORDS
Face; detection; visual
search; array; scene

Human social interaction depends on the detection of
other people within the visual field, so that their iden-
tity, emotional state and intentions can be deter-
mined. The face provides a primary candidate for
such person detection. Faces are located rapidly in
the visual field (Crouzet et al., 2010; Crouzet &
Thorpe, 2011) and are detected faster than animal
faces and non-face objects (e.g., Di Giorgio et al.,
2012; Maylott et al., 2021; Simpson et al., 2019; Yang
et al., 2009). Despite providing much smaller visual
cues, faces are also detected as quickly as human
bodies, and are fixated preferentially, indicating a pro-
minent role in person perception (Bindemann et al.,
2010). This efficient detection supports other tasks
with faces, too. For example, faces in the visual per-
iphery compete strongly for cognitive resources,
such as those necessary for person identification,
even when they are task-irrelevant (Bindemann
et al., 2005; Cerf et al., 2009; Jenkins et al., 2003;
Langton et al., 2008).

Some of the visual features that support face
detection have now been identified. Detection is
most efficient, for example, when faces are presented
in veridical skin-colour tones (Bindemann & Burton,
2009) and when their height-to-width aspect ratio is
preserved (Pongakkasira & Bindemann, 2015). These
characteristics set detection apart from other tasks
with faces, such as recognition, which appears
unaffected by geometric distortions of height-to-
width ratios (Bindemann et al., 2008; Hole et al.,
2002) and colour removal (Kemp et al., 1996; Yip &
Sinha, 2002).

However, as the study of face detection in psychol-
ogy has gained momentum, a number of different
approaches have emerged to study this process.
One approach is to present highly simplified stimulus
displays, which comprise of a single cropped face on a
blank screen. This approach is dominant in studies
examining face perception with neuroscience
methods such as EEG and fMRI, where additional
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visual context can produce noise in the data or induce
artefacts (e.g., De Lissa et al., 2019; Gao et al., 2009;
Looser, Guntupalli, & Wheatley, 2013; Moulson et al.,
2011). This approach provides a highly-controlled
scenario for studying detection. However, in this
setup the problem of face detection may be solved
by the mode of presentation itself, as such tasks do
not require the localisation of faces across the visual
field and their discrimination from competing non-
face stimuli. It is therefore unclear whether this situ-
ation provides a good proxy for face detection
outside of the laboratory or gives rise to distinctly
different results.

A different solution is to present faces in photo-
graphs of visual scenes (e.g., Bindemann et al., 2010;
Bindemann & Burton, 2009; Burton & Bindemann,
2009; Kelly et al., 2019). This approach acknowledges
that face detection outside of the laboratory requires
a search for these targets across the visual field. This
search must be able to proceed in many different con-
texts, which can be variable in terms of their complex-
ity, colour, shape and meaning. By utilising visual
scenes for face detection research, it may be possible
to draw stronger inferences about the importance of
search for face detection in real-world settings, but
the complex visual variation that is inherent in such
displays also reduces standardisation across stimulus
sets.

A third method to study detection is to embed
faces in visual arrays, in which a cropped face is pre-
sented among a variety of other cropped visual
objects (e.g., Hershler & Hochstein, 2009; Langton
et al., 2008; Meissner et al., 2018; Ro et al., 2007;
Simpson et al., 2019). These studies provide an inter-
mediate solution between face detection with blank
displays and scene images, because the immediately
surrounding background for faces is also blank, yet
other objects are also presented in the visual
display. In comparison to experiments with visual
scenes, this might facilitate the parsing of faces
from the visual background, shifting the emphasis
of the detection process onto general shape infor-
mation such as the head outline.

As each of these three approaches bears different
methodological strengths and weaknesses, the scien-
tific inferences that can be drawn about the facial
information that supports detection may also vary
across these methods. There is some evidence
already to support this reasoning. For example, a

detection advantage for faces over non-face objects
is not observed when these are presented individually
on blank background displays in the visual periphery.
A detection advantage for faces emerges, however,
when the face and object targets are embedded
among other stimuli (Hershler et al., 2010). This indi-
cates that the information surrounding a face, and
hence the methods that are employed to study face
detection, can affect the efficiency with which these
stimuli are located.

There is also evidence to suggest that different
methodological approaches affect what is detected.
Frontal and profile faces, for example, are detected
with equal efficiency when these are presented in iso-
lation at the centre of blank displays, but an advan-
tage for frontal faces emerges when these stimuli
are located in visual scenes (Burton & Bindemann,
2009). It is unresolved, however, whether these
findings reflect differences in the search for stimuli,
which is minimised when faces are presented cen-
trally and more demanding when they can occur
across various onscreen locations, or the search for
faces on simple versus more complex background
displays.

At present, only limited attempts exist to contrast
different approaches to face detection, but under-
standing how these methods affect performance is
imperative to further progress in this field. Contrast-
ing detection with blank displays, visual arrays and
scenes allows, for example, for a separation of
effects that are caused by the search for faces in
complex displays (blank displays versus arrays and
scenes) and the parsing of faces from the image back-
ground (blank displays and arrays versus scenes). The
combination of these methods therefore provides an
important route for increasing our understanding of
face detection. This study addressed this directly by
comparing the detection of faces that are presented
in these different display contexts. In each of these
tasks, observers were required to detect the presence
or absence of a face.

To provide a contrast against which face detection
in these conditions could be compared, faces were
first shown in a frontal or a profile view. When faces
are searched for in visual scenes, profile views are
detected less efficiently than frontal views (Burton &
Bindemann, 2009). However, this difference is not
found for stimuli presented at fixation (Bindemann
& Lewis, 2013). If performance for frontal and profile
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faces is also comparable when these have to be
located in blank displays, then the contrast between
these face views can give insight into the role that
visual search plays in face detection. In turn, if differ-
ences between frontal and profile faces arise in blank,
array and scene contexts, then this will speak to the
importance of display complexity for understanding
face detection.

Experiment 1

This experiment examined the detection of frontal
and profile faces when these were shown on blank
backgrounds, within an array of objects, or embedded
in scenes. If these differences in display complexity
influence face detection, then performance should
decline as complexity increases. Moreover, if the
differences between these display conditions speak
to the facial information that is useful for detection,
then it should take longer to detect profile faces
than frontal faces in scenes (see Bindemann &
Lewis, 2013; Burton & Bindemann, 2009), whereas
these face views should be detected with equal profi-
ciency in blank displays (see Bindemann & Lewis,
2013; Hershler et al., 2010). It is less clear how face
view will affect detection in the arrays, which
provide an intermediate level of complexity.

Methods

Participants

Forty-three participants completed the experiment (8
male, 33 female, 1 non-binary, 1 undisclosed). A
power analysis was conducted with G*Power based
on a repeated-measures ANOVA (within-between
interaction) with a medium effect size ( f = .25,
power = .95, number of groups = 1, and number of
measurements = 6) and an alpha threshold of p
= .05, leading to a suggested sample size of 28. We
adopted this as a minimum sample size and adver-
tised the experiment online for 90 min. The final
sample of 43 participants represents all the sign-ups
that occurred in this time period.

These participants ranged in age from 18 to 39
years, with a mean of 24.1 (SD = 6.5). Participants
were recruited from an online participation
website (Prolific) and were paid a small fee to take
part. All reported normal or corrected-to-normal

vision. All experiments in this study were carried
out in accordance with the Declaration of Helsinki
for experiments involving human participants. In
all experiments participants provided informed
consent to take part.

Stimuli

The stimuli consisted of frontal and profile views of
four female faces and four male faces, resulting in a
total set of 16 face images. We presented these
stimuli without body cues. Variability in clothing
and pose makes bodies poor search targets and,
even though bodies occupy more space, face detec-
tion is not guided by the body (Bindemann et al.,
2010). The faces were cropped to remove extraneous
background, so that only the internal features of the
face, the hair and face outline were visible. Frontal
and profile faces were matched in terms of their
surface area, by equating the pixel count of these
stimuli using the graphics software Photoshop. In
addition, 24 images of household objects (e.g.,
books, clocks, hats) were used as non-face stimuli
and were also cropped to remove any background.
The same objects were employed in all stimulus dis-
plays, but their location was not repeated across the
stimulus displays of the array condition. The faces
and objects were sized to 2 × 2 cm (76 × 76 pixels at
96 ppi).

In the blank background condition, a single face or
object was presented on a white image background
subtending 1280 × 806 pixels at 96 ppi. This back-
ground was divided into an invisible 6 (w) x 4 (w)
grid of 24 equal-sized stimulus locations. The stimuli
were rotated around these locations to create a set
of 24 face and 24 non-face displays that served as
target-present and target-absent trials for the blank
condition.

The same 6 × 4 grid was employed in the array and
scene conditions to position the faces, so that target
location could be fully counterbalanced within and
across conditions. In the array condition, 23 of the
non-face objects and one face were used to construct
a stimulus array in the same 6 × 4 grid. On face-absent
trials, these arrays comprised of the 24 non-face
objects. Across all stimulus displays, the objects and
faces were also rotated around locations so that the
same stimulus never appeared twice in the same
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location in different arrays. In this way, 24 target-
present and 24 target-absent displays were created.

Finally, photographs of 96 scenes depicting set-
tings such as cafes, kitchens and living rooms were
employed as stimuli for the scene condition. These
scenes were selected so that none displayed people
or faces. Half of these scenes served as face-absent
trials and did not contain a face. To create face-
present scenes, the same faces as in the blank and
array conditions were inserted into the remaining
scenes, using the 6 × 4 location grid. This also
created 24 frontal-face and 24 profile-face displays.
An illustration of the blank, array and scene con-
ditions can be viewed in Figure 1.

All experiments reported here were created using
PsychoPy software (Peirce et al., 2019), and distribu-
ted via pavlovia.org for remote (i.e., online) data

collection. Participation in these experiments was
restricted to particular devices, so that this could
only be conducted on a desktop or laptop computer.
The onscreen stimulus dimensions were scaled
according to the screen size (height) of these
devices and height-to-width ratios remained consist-
ent. For example, on a monitor with the dimensions
of 30.5 (w) x 20.3 (h) cm, the stimulus displays
would appear at a size of 27.3 × 17.2 cm onscreen.
Thus, stimulus display size could vary across partici-
pants due to differences in device screen, but the
size of the stimuli was consistent across conditions
within participants.

Procedure

Each trial began with a fixation cross for 800 millise-
conds. This was replaced by a stimulus display,
which remained onscreen until a response was regis-
tered. Participants were instructed to decide whether
a face was present or not in these displays, by press-
ing “F” on a computer keyboard if they believed a face
was present and “J” if they believed there was no face
present. The instructions also stated they should
respond as quickly and accurately as possible. Partici-
pants were informed that faces might appear on a
blank background, within an array of objects, or
embedded within scenes. However, they were not
informed that the faces might appear in frontal or
profile view. The three display conditions were admi-
nistered in blocks of 96 trials, interspersed by short,
self-paced breaks. The order of conditions was coun-
terbalanced across participants over the course of
the experiment, but trial order was randomised
within blocks for each participant by the display
software.

Results

Face present versus face absent

Three participants were excluded from the analysis
due to accuracy scores (of 73.6%, 75.7% and 74.0%,
combined across conditions and tasks) that fell
more than two standard deviations below the
sample mean (i.e., scoring below 81.8% accuracy).
For the remaining participants, the percentage accu-
racy scores and the mean correct response times for
face-present and face-absent trials were calculated

Figure 1 . Example stimuli for the blank (top), array (middle) and
scene (bottom) conditions, with insets in the blank display illus-
trating frontal (F) and profile (P) face targets.
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for all conditions. In a first step of the analysis, overall
performance on face-present trials and face-absent
trials for blank, array and scene displays were ana-
lysed to determine whether participants were adher-
ing to task demands. Participants were faster to
respond on face-present than absent trials in the
blank condition (M = 552 ms, SD = 83 vs. M = 585 ms,
SD = 84; t(39) = 6.37, p < .001, d = 1.01), the array con-
dition (M = 747 ms, SD = 120 vs. M = 1394 ms, SD =
467; t(39) = 9.59, p < .001, d = 1.52), and the scene dis-
plays (M = 838 ms, SD = 128 vs.M = 1927ms, SD = 570;
t(39) = 12.52, p < .001, d = 1.98), as the search for faces
could be terminated once these targets were found.

In addition, participants were less accurate on face-
present trials than face-absent trials in the array con-
dition (M = 94.06%, SD = 6.07 vs. M = 99.27%, SD =
1.30; t(39) = 5.47, p < .001, d = .87), and the scene con-
dition (M = 87.71%, SD = 9.04 vs. M = 99.01%, SD =
1.41; t(39) = 7.94, p < .001, d = 1.26), indicating that
they were more likely to miss a face that was
present than to detect one where there was none.
This pattern was not observed for blank displays (M
= 96.20%, SD = 3.92 vs. M = 95.16%, SD = 4.15; t(39)
= 1.71, p = .10, d = .27).

Response times

Next, the data of primary interest were analysed, com-
prising of the median response times for frontal and
profile faces in the blank, array and scene conditions.
The cross-subject means of these data are summar-
ised in Table 1. A 2 (face type: frontal, profile) x 3
(display type: blank, array, scene) repeated-measures
ANOVA revealed a main effect of display type, F
(2,78) = 206.45, p < .001, ηp

2 = .84, and a main effect
of face type, F(1,39) = 44.13, p < .001, ηp

2 = .53. These
effects were qualified by an interaction between
these factors, F(2,78) = 34.52, p < .001, ηp

2 = .47. Tukey
HSD test showed that both frontal and profile faces
were detected faster in blank displays than arrays
and scenes, all ps < .001. In addition, profile faces

were detected faster in arrays than in scenes, p
< .001, whereas response times to frontal faces in
arrays and scenes were more similar, p = .33. Most
importantly, frontal faces were detected more
quickly than profile faces in the scene displays, p
< .001, but not in blank displays, p = .48, or stimulus
arrays, p = .25.

Accuracy

A corresponding ANOVA of response accuracy also
revealed main effects of display type, F(2,78) = 23.21,
p < .001, ηp

2 = .37, and face type, F(1,39) = 36.22, p
< .001, ηp

2 = .48, and an interaction between factors,
F(2,78) = 14.42, p < .001, ηp

2 = 0.27. Tukey HSD tests
showed that frontal faces were detected with similar
accuracy across the blank, array and scene conditions,
all ps ≥ .11. Profile faces were detected more accu-
rately in blank displays than in the array and scene
conditions, both ps < .05, and detected more accu-
rately in array than scene displays, p < .001. These
data correspond with response times in that accuracy
was higher for frontal faces than profile faces with
scene displays, p < .001, but not blank displays, p =
1.00, or arrays, p = .51.

Inverse efficiency scores

In addition, inverse efficiency scores (IES) were calcu-
lated to consider speed-accuracy trade-offs, by divid-
ing reaction times by the proportion of correct
responses. Higher IES indicate longer detection times
when the proportion of errors is taken into account.
A repeated-measures ANOVA of these data revealed
main effects of display type, F(2,78) = 173.41, p
< .001, ηp

2 = .82, and face type, F(1,39) = 67.91, p
< .001, ηp

2 = .64, and an interaction between factors, F
(2,78) = 63.30, p < .001, ηp

2 = 0.62. Tukey HSD tests
showed that both frontal and profile faces were
detected more efficiently in blank displays than
arrays and scenes, all ps < .001, and in arrays than in

Table 1 . Mean RTs (ms), Accuracy (%) and Inverse Efficiency Scores (IES) for Frontal (F) and Profile (P) Faces in the Blank, Array and
Scene Conditions in Experiment 1. Parentheses Show the Standard Deviation of the Mean.

RTs Accuracy IES

Frontal Profile F – P Frontal Profile F – P Frontal Profile F – P

Blank 559 (93) 545 (80) 14 96.0 (5.42) 96.4 (4.13) −0.4 584 (100) 566 (82) 18
Array 732 (117) 762 (136) −30 94.9 (7.15) 93.2 (6.38) 1.7 773 (118) 818 (137) −45
Scene 768 (132) 908 (146) −140 91.6 (8.31) 83.9 (11.10) 7.7 847 (167) 1103 (237) −256
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scenes, ps < .03. Moreover, detection of frontal and
profile faces was similar in blank displays, p = .61,
whereas frontal faces were detected more efficiently
than profile faces in both arrays and scenes, ps < .001.

Discussion

Experiment 1 demonstrates that the search for faces
was slower and less accurate in complex scenes
than arrays and blank displays. Moreover, detection
of frontal and profile faces was comparable with
blank displays and arrays, while a clear detection
advantage for frontal over profile face views was
found when these stimuli were embedded in scenes.
A similar effect was also observed in inverse
efficiency scores for arrays, but this was attenuated in
accuracy and response times. These findings provide
initial evidence that the efficiency of face detection is
affected by the type of display that is used. Moreover,
the three display types under investigation differed
also in what they revealed about the properties of
detection. The scene displays show, for example, that
frontal faces possess an advantage for fast and accu-
rate detection over profile faces, which could
suggest that cognitive templates for face detection
might be tuned preferentially to frontal views,
whereas the blank displays do not reveal such
differences.

Experiment 2

Experiment 2 was conducted to replicate the main
findings of Experiment 1, whilst also controlling for
differences between the face conditions. Whereas
the detection of profile faces was slower than that
of frontal faces in scenes in Experiment 1, these face
stimuli differed in several characteristics, such as the
visibility of internal features (e.g., one eye in profile
view versus a pair of eyes in frontal view) and the
shape of the head outline. In Experiment 2, the
profile faces were therefore replaced with versions
of the frontal faces that were rotated by 90°. These
rotated stimuli provide the same low-level visual
energies, internal features and face outline as their
upright counterparts, but in an orientation in which
faces are encountered less frequently outside of the
laboratory. If cognitive detection templates for face
detection are sensitive to these differences, and the
display conditions differ in the extent to which this

sensitivity can be revealed, then these upright and
rotated face conditions should replicate the pattern
observed in Experiment 1.

Methods

Participants, stimuli and procedure

Thirty undergraduate students from the University of
Kent participated in the experiment for course credit.
An additional 20 participants were recruited from an
online participation website (Prolific) and were paid
a small fee to take part. As in Experiment 1, power
analysis with G*Power based on a repeated-measures
ANOVA (within-between interaction) with a medium
effect size ( f = .25, power = .95, number of groups =
1, and number of measurements = 6) and an alpha
threshold of p = .05 suggested a minimum sample
size of 28. For consistency with Experiment 1, we con-
tinued to advertise the experiment until the same
final sample size of 40 was matched. The same
approach was adopted in all subsequent experiments
reported here. Participants (12 male, 38 female)
ranged in age from 18 to 49 years, with a mean of
25.6 (SD = 9.2). All reported normal or corrected-to-
normal vision. The stimuli and procedure were identi-
cal to Experiment 1, except that the profile face con-
ditions were replaced by copies of the frontal faces
that were rotated 90° clockwise. Thus, the upright
and rotated face conditions were identical except
for the orientation of these targets.

Results

Face present versus face absent

Three participants were excluded from the analysis
due to accuracy scores (of 47.6%, 63.2% and 65.6%,
combined across conditions and tasks) that fell
more than two standard deviations below the
sample mean (i.e., scoring below 69.7% accuracy).
For the remaining participants, the percentage accu-
racy scores and the median correct response times
for face-present and face-absent trials were calculated
for blank, array and scene displays to determine
whether participants were adhering to task
demands. Participants were faster to respond on
face-present than absent trials in the blank condition
(M = 559 ms, SD = 98 vs. M = 609 ms, SD = 103; t(46) =
9.02, p < .001, d = 1.32), the array condition (M =
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832 ms, SD = 158 vs. M = 1518 ms, SD = 603; t(46) =
9.01, p < .001, d = 1.31), and the scene displays (M =
882 ms, SD = 188 vs. M = 1967ms, SD = 1103; t(46) =
7.32, p < .001, d = 1.07), as the search for faces could
be terminated once these targets were found.

In addition, participants were less accurate on face-
present than face-absent trials in the array condition
(M = 88.79%, SD = 11.07 vs. M = 98.05%, SD = 4.31; t
(46) = 6.50, p < .001, d = .95), and the scene condition
(M = 86.13%, SD = 14.28 vs. M = 96.68%, SD = 7.74; t
(46) = 6.21, p < .001, d = .91), indicating that they
were more likely to miss a face what was present
than to detect one where there was none. This
effect was not observed for blank displays (M =
95.08%, SD = 6.62 vs. M = 94.15%, SD = 7.90; t(46) =
1.22, p = .23, d = .18).

Response times

The data of primary interest consisted of the median
response times for upright and rotated faces in the
three display conditions. The cross-subject means of
these data are illustrated in Table 2. A 2 (face type:
upright, rotated) x 3 (display type: blank, array, scene)
repeated-measures ANOVA showed a main effect of
face type, F(1,46) = 79.03, p< .001, ηp

2 = .63, a main
effect of display type, F(2,92) = 135.71, p< .001, ηp

2

= .75, and an interaction between these factors, F(2,92)
= 21.39, p < .001, ηp

2 = .32. Tukey HSD test showed that
both upright and rotated faces were detected faster in
blank displays than in arrays and scenes, both ps
< .001, and as quickly in arrays as in scenes, ps > .25.
Importantly, upright faces were detected faster than
rotated faces in arrays, p< .001, and scenes, p< .001,
whereas detection of upright and rotated faces was
comparable with blank displays, p = .99.

Accuracy

For accuracy, a 2 (face type) x 3 (display) ANOVA also
revealed main effects of face type, F(1,46) = 52.32, p

< .001, ηp
2 = .53, and display type, F(2,92) = 19.68, p

< .001, ηp
2 = .30, and an interaction between these

factors, F(2,92) = 10.34, p < .001, ηp
2 = .18. Tukey HSD

tests showed that rotated faces were detected more
accurately in blank displays than in arrays and
scenes, ps < .001, but as quickly in arrays as in
scenes, p = .91. Upright faces were also detected
more accurately in blank displays than in scenes, p
= .007, but accuracy was similar for blank displays
compared with arrays, p = .41, and for arrays com-
pared with scenes, p = .02. However, upright faces
were detected more accurately than rotated faces in
arrays, p < .001, and in scenes, p = .001, but detection
of upright and rotated faces was comparable in blank
displays, p = .40.

Inverse efficiency scores

IES also revealed main effects of display type, F(2,92)
= 110.87, p < .001, ηp

2 = .71, and face type, F(1,46) =
50.45, p < .001, ηp

2 = .52, and an interaction between
factors, F(2,92) = 19.84, p < .001, ηp

2 = 0.30. Tukey HSD
test showed that both upright and rotated faces
were detected more efficiently in blank displays
than arrays and scenes, all ps < .001. Upright faces
were also detected faster in arrays than scenes, p
= .01, but this was not found for rotated faces, p
= .17. More importantly, the detection of upright
and rotated faces was comparable in blank displays,
p = .92, whereas upright faces were detected faster
than rotated faces in both arrays and scenes, ps
< .001.

Discussion

This experiment replicated the important aspects of
Experiment 1 with upright and rotated faces. The
longest response times and lowest face detection
accuracy were again observed in the scene condition
in comparison to arrays and blank displays, indicating
that the search for faces becomes more challenging in

Table 2 . Mean RTs (ms), Accuracy (%) and IES for Upright (U ) and Rotated (R) Faces in the Blank, Array and Scene Conditions in
Experiment 2. Parentheses Show the Standard Deviation of the Mean.

RTs Accuracy IES

Upright Rotated U – R Upright Rotated U – R Upright Rotated U – R

Blank 556 (105) 562 (102) −6 95.8 (7.37) 94.3 (6.92) 1.5 583 (111) 596 (105) −13
Array 775 (158) 889 (180) −114 92.9 (9.75) 84.7 (13.41) 8.2 842 (183) 1083 (308) −241
Scene 811 (202) 954 (196) −143 89.2 (12.0) 83.1 (17.64) 6.1 922 (246) 1214 (446) −292
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more complex displays. Once again, these different
contexts also affected face detection, whereby
upright and rotated faces were detected with equal
efficiency in blank displays, but upright faces were
detected more effectively in scenes than their
rotated counterparts.

The advantage for upright faces was also observed
in the array condition of Experiment 2. This differs
from Experiment 1, where the corresponding differ-
ence between frontal and profile faces was attenu-
ated in accuracy and RTs, and only present when
these scores were combined as inverse efficiency
scores. This difference could be explained in terms
of the parsing of faces from the visual background
in blank and array displays compared to scenes.
Face detection in arrays and blank displays might
predominantly reflect processing of external face
shape information such as head outline, which
could be harder to distinguish in complex scene con-
texts that wrap tightly around the face stimuli. This
could lead to comparable detection of frontal and
profile faces in arrays but not scenes, where other
visual information also has to be used in order to
detect faces. However, whereas both frontal and
profile faces are encountered routinely in our daily
lives, rotated faces represent a more unusual por-
trayal and may therefore not present external
shape information that is as useful as that of
upright and profile faces in visual arrays. This might
explain why frontal and profile views are detected
equally well in arrays, whereas frontal and rotated
faces are not.

Overall, these results are consistent with the notion
that face detection operates differently across
different display types and, in turn, that this influ-
ences what these paradigms can reveal about the
detection process. This experiment indicates that
search for faces in more complex visual displays
such as arrays and scenes is sensitive to the orien-
tation of a face.

Experiment 3

Experiment 2 showed that detection is sensitive to
the orientation of a face when this requires search
in arrays and scenes. Experiment 3 examined further
which aspects of a face might drive this effect. The
rotated faces that were employed in Experiment 2
differed from upright faces in a number of ways, for

example, by changing the height-to-width ratio of
the stimuli relative to the upright scene context,
which influences face detection (see Pongakkasira &
Bindemann, 2015). In order to extend the range of
stimuli with which to compare upright faces, this
experiment examined whether the inversion of faces
produces similar effects on detection. This manipu-
lation exerts strong effects on other tasks with faces,
such as recognition (Farah et al., 1995; Valentine,
1988; Yin, 1969). In contrast, inversion appears to
produce mixed results in tasks that require face detec-
tion. In simple visual displays, inverted faces appear to
be detected as efficiently as upright faces (see Binde-
mann & Burton, 2008), which might occur because
inverted faces also retain the height-to-width ratio
of upright faces and some feature arrangements
(e.g., a horizontal pair of eyes). On the other hand,
detection performance appears to decline with inver-
sion in more complex displays, such as picture grids
that are searched for a face target (Lewis &
Edmonds, 2003). Here, we ask whether inverted
faces are detected as efficiently as upright faces in
arrays and scenes, or whether they produce decre-
ments in detection performance similar to those pro-
duced by profile and rotated faces.

Methods

Participants, stimuli and procedure

Forty-five participants completed the experiment (25
male, 18, female, 1 non-binary, 1 undisclosed). Partici-
pants ranged in age from 18 to 40 years, with a mean
of 27.8 (SD = 6.0). Participants were recruited from an
online participation website (Prolific) and were paid a
small fee to take part. All reported normal or cor-
rected-to-normal vision. The stimuli and procedure
were identical to the previous experiment except
that faces rotated by 90° were now replaced with
inverted faces (i.e., faces rotated by 180°)

Results

Face present versus face absent

One participant was excluded from the analysis due
to accuracy scores of 1.4% (combined across con-
ditions and tasks), which fell more than two standard
deviations below the sample mean (i.e., scoring below
64.3% accuracy). For the remaining participants, the
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percentage accuracy scores and the correct response
times for face-present and face-absent trials were cal-
culated for blank, array and scene displays. Once
again, participants were faster to respond on face-
present than absent trials in blank condition (M =
563 ms, SD = 87 vs. M = 600 ms, SD = 87; t(43) = 7.29,
p < .001, d = 1.10), the array condition (M = 833 ms,
SD = 131 vs. M = 1550 ms, SD = 449; t(43) = 11.65, p
< .001, d = 1.76), and the scene displays (M = 871 ms,
SD = 140 vs. M = 1879 ms, SD = 711; t(43) = 10.61, p
< .001, d = 1.60).

In addition, participants were less accurate on face-
present trials than face-absent trials in the array con-
dition (M = 93.27%, SD = 8.84 vs. M = 99.10%, SD =
1.30; t(43) = 4.36, p < .001, d = .66), and the scene con-
dition (M = 87.36%, SD = 11.56 vs. M = 98.77%, SD =
1.41; t(43) = 6.58, p < .001, d = .99), but not in blank
displays, (M = 96.63%, SD = 2.78 vs. M = 96.26%, SD =
3.75; t(43) = .61, p = .55, d = .09).

Response times

The data of primary interest were the response times
for upright and inverted faces in the three display
conditions. These are shown in Table 3. A 2 (face
type: upright, inverted) x 3 (display type: blank,
array, scene) repeated-measures ANOVA showed
main effects of face type, F(1,43) = 95.71, p < .001, ηp

2

= .69, and display type, F(2,86) = 234.82, p < .001, ηp
2

= .85, and an interaction between these factors, F
(2,86) = 25.14, p < .001, ηp

2 = .37. Tukey HSD tests
showed that upright and inverted faces were
detected faster in blank displays than in arrays and
scenes, all ps < .001. However, there was no difference
in detection between arrays and scenes for either of
these face types, both ps > .06. The comparisons of
main interest showed that upright faces were
detected more quickly than inverted faces in arrays,
p < .001, and in scenes, p < .001, whereas detection
of upright and inverted faces was comparable in
blank displays, p = .31.

Accuracy

An analogous ANOVA for response accuracy also
showed main effects of face type, F(1,43) = 25.45, p
< .001, ηp

2 = .37, and display type, F(2,86) = 19.78, p
< .001, ηp

2 = .32, and an interaction between these
factors, F(2,86) = 5.03, p = .009, ηp

2 = .10. Tukey HSD
tests showed that inverted faces were detected
more accurately in blank displays than in arrays and
scenes, all ps < .03. Upright faces were detected
more accurately in blank displays than scenes, p
< .001, but there was no difference for this face type
between blank displays and arrays, p = .90. Accuracy
for both upright and inverted faces was higher in
arrays than scenes, ps < .05. Furthermore, the detec-
tion accuracy for upright and inverted faces was com-
parable in blank displays, p = .98, but was higher for
upright faces than inverted faces in arrays, p = .001,
and in scenes, p = .02.

Inverse efficiency scores

IES also revealed main effects of display type, F
(2,86) = 83.32, p < .001, ηp

2 = .66, and face type, F
(1,43) = 53.12, p < .001, ηp

2 = .55, and an interaction
between factors, F(2,86) = 18.68, p < .001, ηp

2 = .30.
Tukey HSD tests showed that both upright and
inverted faces were detected more efficiently in
blank displays than arrays and scenes, all ps < .001.
Inverted faces were also detected more efficiently
in arrays than scenes, p = .004, but this was not
found for upright faces, p = .50. Consistent with
the response time and accuracy data, detection of
upright and inverted faces was similar in blank dis-
plays, p = .35, whereas frontal faces were detected
more efficiently than profile faces in both arrays
and scenes, ps < .001.

Discussion

In Experiment 3, the detection of upright frontal faces
was faster and more accurate than that of inverted

Table 3 . Mean RTs (ms), Accuracy (%) and IES for Upright (U ) and Inverted (I ) Faces in the Blank, Array and Scene Conditions in
Experiment 3. Parentheses Show the Standard Deviation of the Mean.

RTs Accuracy IES

Upright Inverted U – I Upright Inverted U – I Upright Inverted U – I

Blank 557 (89) 568 (89) −11 96.9 (3.38) 96.4 (3.77) 0.5 575 (89) 589 (84) −14
Array 777 (125) 889 (153) −112 95.6 (8.54) 91.0 (10.4) 4.6 832 (257) 1004 (314) −172
Scene 786 (132) 957 (186) −171 89.7 (9.74) 85.0 (14.6) 4.7 883 (152) 1180 (435) −297
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faces in arrays and scenes, but not in blank displays.
These inverted stimuli retain the height-to-width
aspect ratio of upright faces, as well as the arrange-
ment of some internal features (e.g., a pair of eyes).
Despite this, detection was impaired, implying that
upright face detection cannot be based solely on
these facial characteristics – if it was, then upright
and inverted face detection performance would be
equivalent.

These results strengthen the case that presenting
faces on blank backgrounds utilises different pro-
cesses for detection than the search for faces in
arrays and scenes. On blank backgrounds, profile
faces (Experiment 1), rotated faces (Experiment 2)
and inverted faces (Experiment 3) were classified as
effectively as frontal faces. This indicates that under
these circumstances, performance is driven by
general detection processes common to both faces
and objects, rather than a mechanism that operates
on identifying specific facial properties. In arrays and
scenes, on the other hand, differences between
these face conditions emerge, pointing to cognitive
face detection mechanisms that are tuned preferen-
tially to upright frontal faces.

We now turn to the question of which facial
aspects drive these detection effects, by utilising the
contrast between the display conditions. In the face
perception literature, a distinction is often made
between the contribution of internal facial features
(such as the eyes, nose and mouth) and external
facial features (such as hair and face outline) to face
identification (e.g., Ellis et al., 1979; Moscovitch & Mos-
covitch, 2000; Nachson & Shechory, 2002; Young et al.,
1985). In the profile, rotated and inverted face con-
ditions that were employed in Experiments 1–3, the
internal and external features were manipulated sim-
ultaneously. In the next experiment, we examine the
contribution of both types of features to detection
by manipulating internal and external face infor-
mation independently.

Experiment 4

In this experiment, the design of the preceding
experiments was retained, by contrasting face
detection in blank displays, arrays and scenes.
However, the internal and external facial features
were now manipulated independently. Each of
these features contributes to face detection when

these are presented individually in search arrays
(see Experiment 5 in Hershler & Hochstein, 2005),
but here we examined which of these contributes
more strongly to face detection by manipulating
one set of features whilst preserving the other.
This was achieved by rotating the internal features
of frontal faces through 90° while the external fea-
tures remained in an upright orientation, or by
rotating the external features while retaining an
upright orientation for internal features. The detec-
tion of these hybrid-feature faces was compared
with upright frontal faces in which the orientation
of both internal and external features was pre-
served. If the internal or external features contribute
more strongly to face detection, then the faces in
which these features are preserved in their original
orientation should perform more similarly to
upright faces when these are embedded in arrays
and scenes.

Methods

Participants

Forty-six participants completed the experiment (17
male, 26 female, 3 non-binary). Participants’ ages
ranged from 18 to 40 years, with a mean of 27.6
(SD = 6.4). Participants were recruited via Prolific and
were paid a small fee to take part.

Stimuli and procedure

The stimuli and procedure were identical to the pre-
ceding experiments, except for the following
changes. As in Experiments 1–3, the stimuli for the
upright condition consisted of frontal views of four
female and four male faces. Each of these faces
was then manipulated in graphics software (Adobe
Photoshop) so that either the internal or external
features were rotated clockwise through 90°, while
the other feature set remained in an upright orien-
tation. An example of these stimuli can be viewed
in Figure 2.

In the experiment, each participant completed
432 trials, comprising of 72 target-present and 72
target-absent trials in the blank, array and scene
conditions. These trials were subdivided further for
each face condition, into 24 upright face trials, 24
external-upright face trials (i.e., with internal

VISUAL COGNITION 399



features rotated 90°), and 24 internal-upright trials
(i.e., with external features rotated 90°). As in pre-
vious experiments, the display conditions were
blocked, but trial order was randomised within
blocks. Participants were given a break after each
block of 144 trials.

Results

Face present versus face absent

Two participants were excluded from the analysis due
to accuracy scores of 5.1% and 39.4% (combined
across conditions and tasks), which fell more than
two standard deviations below the sample mean
(i.e., scoring below 60.8% accuracy). For the remaining
participants, the percentage accuracy scores and the
correct response times for face-present and face-
absent trials were calculated for blank, array and
scene displays to determine whether participants
were adhering to task demands. Participants were
faster to respond on face-present than absent trials
in the array condition (M = 826 ms, SD = 106 vs. M =
1658 ms, SD = 543; t(43) = 10.75, p < .001, d = 1.62),
and the scene displays (M = 864 ms, SD = 140 vs. M
= 2068ms, SD = 948; t(39) = 8.89, p < .001, d = 1.34),
but not in the blank display condition (M = 601 ms,
SD = 92 vs. M = 607 ms, SD = 79; t(43) = .88, p = .38, d
= .13).

In addition, participants were less accurate on face-
present than face-absent trials in the array condition
(M = 94.03%, SD = 8.53 vs. M = 98.90%, SD = 3.49; t
(43) = 5.61, p < .001, d = .85), and the scene condition
(M = 91.35%, SD = 7.28 vs.M = 98.96%, SD = 1.34; t(43)
= 7.02, p < .001, d = 1.06), but not the blank condition,
(M = 95.96%, SD = 6.51 vs.M = 97.03%, SD = 3.46; t(43)
= 1.03, p = .31, d = .16).

Response times

Next, the response times for correct target-present
trials were analysed for the experimental conditions
(see Table 4). A 3 (face type: upright, external-
upright, internal-upright) x 3 (display type: blank,
array, scene) repeated-measures ANOVA revealed
main effects of face type, F(2,86) = 95.03, p < .001,
ηp
2 = .69, and display type, F(2,86) = 113.13, p < .001,

ηp
2 = .72, and an interaction between these factors,

F(4,172) = 9.71, p < .001, ηp
2 = .18. Tukey HSD tests

showed that upright, external-upright and internal-
upright faces were detected faster in blank displays
than in both arrays and scenes, all ps < .001.
However, there was no difference in detection
speed between arrays and scenes in all face type
conditions, ps ≥ .33. Additionally, upright, internal-
upright, and external-upright faces were detected
with similar speed in blank displays ps ≥ .29. In
contrast, both upright faces and external-upright
faces were detected faster than internal-upright
faces in arrays and scenes, all ps < .001, whereas
detection was similar for upright faces and exter-
nal-upright faces in these display conditions, both
ps = 1.00.

Accuracy

The accuracy data followed a similar pattern. A 3 (face
type) x 3 (display type) ANOVA revealed main effects
of face type, F(2,86) = 20.65, p < .001, ηp

2 = .32, and
display type, F(2,86) = 6.45, p = .002, ηp

2 = .13, and an
interaction between these factors, F(4,172) = 10.15,
p < .001, ηp

2 = .19. Tukey HSD tests showed that
upright and internal-upright faces were detected
more accurately in blank displays than in scenes, ps
< .007, but not in arrays, ps > .14. External-upright

Figure 2 . Illustration of the stimuli for Experiment 4, showing a face that is intact and upright (left), with internal-upright features
(middle), and with external-upright features (right).
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faces were detected with similar accuracy levels
across all three display conditions, ps = 1.00. In
addition, accuracy was similar across the three face
conditions in blank displays, all ps ≥ .62. In the
arrays, upright faces were detected more accurately
than internal-upright displays, p = .004, whereas
detection accuracy was similar for the upright and
external-upright conditions, p = .94, and for the
internal-upright and external-upright conditions, p
= .07. Finally, in the scene conditions, external-
upright faces were detected more accurately than
upright and internal-upright faces, both ps < .007,
and upright faces were also detected more accurately
than internal-upright faces, p < .003.

Inverse efficiency scores

IES also revealed main effects of face type, F(2,86) =
32.76, p < .001, ηp

2 = .43, and display type, F(2,86) =
51.37, p < .001, ηp

2 = .54, and an interaction between
factors, F(4,172) = 6.72, p < .001, ηp

2 = 0.14. Tukey HSD
tests showed that upright, external-upright and
internal-upright faces were detected more efficiently
in blank displays than in arrays and scenes, all ps
< .007, upright faces were detected more efficiently
in arrays than scenes, p = .02, where there was no
difference between arrays and scenes for internal-
upright and internal-upright faces, ps ≥ .71.

The primary interest was the comparison of face
types for each display condition. The detection of
upright, internal-upright, and external-upright faces
was similar in blank displays, ps ≥ .33, as well as in
for internal-upright and external-upright in the array
conditions, ps ≥ .18. In contrast, both upright faces
and external-upright faces were detected faster than
internal-upright faces in scenes, all ps < .001, and

upright faces were detected faster than internal-
upright faces in array conditions p < .001, whereas
detection was similar for upright faces and external-
upright faces in arrays and scenes display conditions,
p = .88.

Discussion

This experiment shows that internal and external fea-
tures exert distinct effects on face detection in visual
arrays and real-world scenes. Detection was delayed
and less accurate when the external features of a
face were rotated by 90° while the internal features
remained upright, whereas a similar decrement in
performance was not observed when rotated internal
features were presented in the context of upright
external features. Moreover, the detection of faces
in which the orientation of external features was pre-
served was as fast and (more) accurate than intact
faces, in which internal and external features were
presented in their typical arrangement. These results
indicate that external facial information is sufficient
for effective face detection, and that the inclusion of
upright internal features does not confer any
additional benefits for detection.

Experiment 5

The previous experiments indicate that face detection
is modulated by visual context. Blank, array and scene
displays vary in visual complexity, and face perception
differed across these contexts, indicating that this is a
key component of detection. However, there are
many differences between these visual displays. This
final experiment therefore examines the impact of
visual complexity on face detection more

Table 4 . Mean RTs (ms), Accuracy (%) and IES for Upright (U ), External-upright (E), and Internal-upright Faces (I ) in the Blank, Array
and Scene Conditions in Experiment 4. Parentheses Show the Standard Deviation of the Mean.

Upright External-Upright Internal-Upright U-E U-I E-I

RTs
Blank 587 (103) 602 (86) 614 (110) −15 −27 −12
Array 785 (107) 789 (111) 913 (141) −4 −128 −124
Scene 828 (149) 838 (140) 945 (164) −10 −117 −107
Accuracy
Blank 97.5 (4.61) 95.2 (8.71) 95.2 (8.71) 2.3 2.3 0
Array 96.3 (5.41) 94.4 (4.70) 91.4 (10.1) 1.9 4.9 3
Scene 92.0 (7.56) 95.4 (6.24) 86.6 (10.6) −3.4 5.4 8.8
IES
Blank 602 (98) 639 (128) 658 (201) −37 −56 −19
Array 815 (127) 892 (506) 1018 (506) −77 −203 −126
Scene 899 (168) 874 (154) 1100 (238) 25 −201 −226
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systematically, by manipulating the content of the
natural scenes using Voronoi tessellation. In this
method, also referred to as Thiessen polygons,
visual displays are transformed into a honeycomb
lattice of smaller cells that summarize colour infor-
mation across a region of an image. By controlling
the level of tessellation, the complexity of an image
can be systematically manipulated. In Experiment 5,
this technique was employed to determine how com-
plexity affects face detection. For this purpose, we
reverted to the upright and inverted face stimuli, as
these produced clearer differences across different
background conditions than frontal and profile
views (c.f., Experiment 1 and 2). The detection of
upright and inverted faces was then measured with
the intact scenes employed in Experiment 1–4, and
this was compared with Voronoi versions of these
scenes in which complexity is gradually reduced.
Based on the results of Experiments 1–4, detection
of upright faces was expected to be more efficient
than that of their inverted counterparts in intact
scenes. This difference should attenuate as the com-
plexity of Voronoi scenes decreases.

Methods

Participants

Forty-one undergraduate students from the University
of Kent participated in the experiment for course
credit. Participants (8 male, 33 female) ranged in age
from 18 to 38 years, with a mean of 19.97 (SD = 3.38).
All reported normal or corrected-to-normal vision.

Stimuli

The 96 naturalistic scenes from the previous exper-
iments were also employed as scene stimuli here,
and were sized to the same dimensions of 1280 ×
806 pixels at 96 ppi. These stimuli were then pro-
cessed with a MATLAB script to create
three different levels of Voronoi tessellation resulting
in scenes of low, medium and high visual complexity
(see https://uk.mathworks.com/
matlabcentral/fileexchange/130299-im2voronoi,
using filter settings of 25, 15 and 5). An example of
this manipulation is illustrated in Figure 3 and
shows how scene complexity is reduced gradually
across Voronoi levels. The same upright and inverted

faces as in Experiment 3 were then placed onto each
scene in the same positions as in Experiments 1–4.

Procedure

As in the previous experiment, each trial began with
an 800 ms fixation cross, followed by a stimulus
display, which would remain onscreen until a
response was registered by pressing “F” for face
present or “J” for absent. Participants were instructed
to respond as quickly and accurately as possible but
were not informed about the orientation of the faces.

In this manner, each participant completed a total
of 192 trials, comprising of two blocks of 96 trials. In
the first block, each scene was only shown once, in
either the face-present (48 trials) or face-absent con-
ditions (48 trials). In addition, scene complexity was
manipulated systematically within blocks, so that
25% of trials depicted original scenes or high,
medium and low complexity Voronoi scenes, respect-
ively. The second block was structured in the same
way, except that each scene was presented in a
different complexity condition. However, over the
course of the experiment, the frequency with which
each scene appeared in any of the complexity con-
ditions was counterbalanced across participants.
Finally, the trial order was randomised for each par-
ticipant within each block.

Results

Face present versus face absent

One participant was excluded from the analysis due
to an accuracy score of 53.13% (combined across
conditions and tasks) that fell more than two stan-
dard deviations below the overall sample mean
(i.e., scoring below 77.9% accuracy). For the remain-
ing participants, the percentage accuracy scores
and the mean correct response times for face-
present and face-absent trials were calculated for
all conditions.

In the first step of the analysis, overall performance
on face-present trials and face-absent trials for blank,
array and scene displays were analysed to determine
whether participants were adhering to task demands.
Participants were faster to respond on face-present
than face-absent trials in the original scenes (M =
841 ms, SD = 192 vs. M = 1496 ms, SD = 675; t(39) =
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6.88, p < .001, d = 1.09), and across the high (M =
731 ms, SD = 129 vs. M = 1015 ms, SD = 296; t(39) =
7.90, p < .001, d = 1.25), medium (M = 644 ms, SD =
102 vs. M = 841 ms, SD = 204; t(39) = 7.39, p < .001, d
= 1.17), and low visual complexity Voronoi conditions
(M = 625 ms, SD = 116 vs. M = 765 ms, SD = 171; t(39)
= 6.97, p < .001, d = 1.10).

In addition, participants were less accurate on face-
present than face-absent trials in the original scenes
(M = 85.73%, SD = 14.18 vs. M = 97.29%, SD = 4.38; t
(39) = 5.56, p < .001, d = .88), and the high (M =
85.42%, SD = 10.42 vs. M = 98.02%, SD = 3.28; t(39) =
7.45, p < .001, d = 1.18) and medium complexity
Voronoi conditions (M = 93.85%, SD = 5.74 vs. M =
97.40%, SD = 3.85; t(39) = 4.79, p < .001, d = .76). In
contrast, accuracy was comparable for face-present
and face-absent scenes in the low complexity

Voronoi condition (M = 96.98%, SD = 4.62 vs. M =
98.33%, SD = 2.95; t(39) = 1.65, p = .11, d = .26).

Response times

The median correct response times were analysed
next and are displayed in Table 5. A 2 (face type:
upright, inverted) x 4 (scene complexity: original,
high, medium, low) repeated-measures ANOVA of
these data revealed an effect of face type, F(1,39) =
29.33, p < .001, ηp

2 = .43, and an effect of scene com-
plexity, F(3,117) = 58.75, p < .001, ηp

2 = .60. This was
qualified by an interaction between face type and
Voronoi level, F(3,117) = 13.03, p < .001, ηp

2 = .25.
Tukey HSD tests showed that both upright and

inverted faces were detected more slowly as scene
complexity increased across all possible comparisons

Figure 3 . Illustration of the stimuli for Experiment 5, showing an upright face on an original, unfiltered scene (top left), and scenes of
high (top right), medium (bottom left) and low complexity (bottom right).

Table 5 . Mean RTs (ms), Accuracy (%) and IES for Upright (U ) and Inverted (I ) Faces at Original, High, Medium and Low Voronoi scenes
in Experiment 5. Parentheses Show the Standard Deviation of the Mean.

RTs Accuracy IES

Upright Inverted U – I Upright Inverted U-I Upright Inverted U-I

Original 761 (181) 921 (241) −160 90.0 (14.52) 81.5 (16.07) 8.5 871 (269) 1184 (450) −313
High 730 (156) 733 (136) −3 86.3 (13.15) 84.6 (12.60) 1.7 860 (197) 886 (216) −26
Medium 620 (97) 668 (117) −48 94.0 (8.00) 93.8 (6.74) 0.2 664 (116) 716 (139) −52
Low 620 (106) 630 (139) −10 97.1 (6.41) 96.9 (5.56) 0.2 640 (110) 652 (147) −12

VISUAL COGNITION 403



between conditions, all ps < .05, but for three excep-
tions. Upright faces were detected with similar
speed in the original and high complexity scenes, p
= .79. Similarly, upright and inverted faces were
detected with similar speed in low and medium com-
plexity Voronoi scenes, both ps ≥ .39.

Of primary interest were the comparisons between
upright and inverted faces at each level of scene com-
plexity. These showed that upright faces were
detected faster than inverted faces in the original
scenes, p < .001, and in the medium complexity
Voronoi scenes, p = .007. In contrast, upright and
inverted faces were detected with similar speed in
the high and low complexity Voronoi scenes, both
ps ≥ .99.

Accuracy

A corresponding ANOVA of response accuracy also
revealed main effects of face type, F(1,39) = 11.03, p
= .002, ηp

2 = .22, scene complexity, F(3,117) = 23.61, p
< .001, ηp

2 = .38, and an interaction between these
factors, F(3,117) = 4.69, p = .004, ηp

2 = .11. Tukey HSD
test showed that accuracy for upright faces was
similar across comparisons of scene complexity, all
ps ≥ .11, except for decreased accuracy in the high
than in either the medium or low complexity
Voronoi scenes, both ps < .05. Similarly, detection
accuracy for inverted faces was comparable
between the original and high complexity Voronoi
scenes, and between the medium and low complexity
Voronoi scenes, p ≥ .12. There was lower detection
accuracy with original and high complexity scenes
than with either medium or low complexity scenes,
all ps < .001.

The primary interest again comprised of the com-
parisons between upright and inverted faces at each
level of scene complexity. These showed that
upright faces were detected more accurately than
inverted faces in the original scenes, p < .001,
whereas accuracy was comparable for upright and
inverted faces in the high, medium and low complex-
ity Voronoi conditions, all ps ≥ .48.

Inverse efficiency scores

Consistent with the response time and accuracy data,
IES also showed main effects of face type, F(1,39) =
34.56, p < .001, ηp

2 = .47, scene complexity, F(3,117) =

47.56, p < .001, ηp
2 = .55, and an interaction, F(3,117)

= 19.06, p < .001, ηp
2 = 0.33. Tukey HSD tests showed

that the IES pattern followed response times closely.
Thus, both upright and inverted faces were detected
less efficiently as scene complexity increased across
all possible comparisons between conditions, all ps
< .001, but for three exceptions. Upright faces were
detected with similar efficiency in the original and
high complexity scenes, p = 1.00. Similarly, upright
and inverted faces were detected with similar
efficiency in low and medium complexity Voronoi
scenes, both ps ≥ .09.

Direct comparisons between upright and inverted
faces showed that upright faces were detected
more efficiently than inverted faces in the original
scenes, p < .001, and medium complexity Voronoi
scenes, p = .02. In contrast, upright and inverted
faces were detected with similar efficiency in high
and low complexity Voronoi scenes, both ps ≥ .99.

Discussion

This experiment shows that faces are located more
slowly and less accurately in natural scenes than in
Voronoi-filtered images in which scene complexity
has been reduced. Importantly, this affects the
visual information that is utilised for detection, as
upright and inverted faces were detected with
similar speed and accuracy in scenes of low complex-
ity. In contrast, upright faces demonstrated a clear
detection advantage over inverted faces in more
complex scenes. These effects were most pronounced
when the original scenes were compared with the
least detailed Voronoi images, with intermediate
levels of Voronoi tessellation producing more mixed
results. These findings converge with the preceding
experiments, by demonstrating that face detection
becomes more challenging as a function of the com-
plexity of the context within which faces are pre-
sented. By studying face detection in more complex
stimulus displays, it becomes possible to dissociate
the detection of different face stimuli (e.g., upright
versus inverted faces). This reveals the facial charac-
teristics that are most useful for detection.

General discussion

This research shows that face detection draws on
different processes depending on the visual context
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in which faces are viewed. Across five experiments,
detection was fastest, most accurate and unaffected
by changes in view, rotation and inversion when
faces were presented in visual displays that were
otherwise blank (Experiment 1–4) or of greatly
reduced complexity (Experiment 5). These findings
converge with other studies that show that face and
non-face objects are detected with equal efficiency
under similar conditions (Hershler et al., 2010) and
indicate that the problem of face detection is solved
by the mode of presentation itself in blank displays,
whereby stimuli are located quickly irrespective of
their appearance.

A different pattern emerged with visual arrays and
scenes, both of which gave rise to slower detection
performance and more detection errors than blank
displays. Most importantly, detection in these dis-
plays was consistently sensitive to differences in
facial information, with frontal faces outperforming
profile faces (Experiment 1), and upright faces out-
performing faces that were rotated through 90° or
inverted (Experiments 2, 3 and 5). These findings
provide evidence that the context in which faces
are presented not only affects the efficiency of the
detection process, but that it can also provide
insight into the stimulus characteristics that are
important for detection.

In Experiment 4, we explored this directly by inves-
tigating whether the internal or external features are
particularly important for face detection in complex
contexts. Faces in which the internal features were
rotated by 90° while the external features remained
upright were detected as quickly, and even more
accurately, than intact upright frontal faces. In con-
trast, detection performance declined when internal
features remained upright and external features
were rotated. The differences between these con-
ditions indicate that cognitive templates for face
detection are not tuned strongly to the internal fea-
tures of faces, but rely more on information such as
the head outline and general face-shape. This expla-
nation converges with other studies that demonstrate
that detection is impaired by geometric distortions of
face shape (Pongakkasira & Bindemann, 2015), when
faces are presented partially (Burton & Bindemann,
2009), or in unnatural colour tones (Bindemann &
Burton, 2009; Prunty et al., 2023 ).

This reasoning gains further traction when consid-
ering that the challenge of face detection is to find

faces that appear in the visual periphery, outside of
foveal vision, where faces appear to have a particu-
larly strong detection advantage (Hershler et al.,
2010). The detail of internal facial features may be
difficult to resolve with the loss of acuity in the
human visual field that such eccentric presentations
entails (see, e.g., Burton et al., 2009; Rousselet et al.,
2005). This should shift the emphasis of cognitive
detection templates towards information that
remains accessible even under lowered resolution,
such as a general face shape.

This reasoning could also be reconciled with the
detection disadvantage for profile faces in Experiment
1 (see also Bindemann & Lewis, 2013; Burton & Binde-
mann, 2009), which provide different shape infor-
mation due to the intrusion of the hair region in
this view and a different face outline. This could also
explain why similar detection performance was
obtained for internal and external face regions in
other studies (see Hershler & Hochstein, 2005),
where the faces in both of these conditions were
cropped to preserve elliptical face shapes. The
current study extends these findings by demonstrat-
ing that the efficiency of face detection is maintained
when general face-shape information is preserved
even when the typical arrangement of internal fea-
tures is not.

Considering that face detection was impaired for
profile faces (Experiment 1) and frontal faces that
were rotated by 90° (Experiment 2) in comparison to
upright frontal face views, the question arises of
whether symmetry is an important element for opti-
mising face detection. In the inverted face conditions
of Experiment 3 and 5, symmetry information was
retained but detection was attenuated compared to
upright faces. Other studies have also shown that
the detection advantage for frontal faces over other
face views persists when symmetry is eliminated by
presenting only one half of a face (Burton & Binde-
mann, 2009). This indicates that symmetry per se is
not responsible for the detection advantage for
upright frontal faces. Perhaps this information must
be combined with other facial cues to optimise detec-
tion performance. However, such an account must
also explain the effects of scene complexity that
were observed consistently across all five experiments
here.

One explanation for these findings could be that in
blank or very simple visual displays (such as the low
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complexity Voronoi scenes), a face could be differen-
tiated from non-face objects (or the visual back-
ground) on just a single visual feature, for example,
such as skin-colour or face outline. This would avoid
the need to process these stimuli in greater depth,
resulting in fast and accurate detection performance
– as was observed across all experiments here. In con-
trast, the parsing of faces from more complex back-
grounds might require the combination of
information, such as colour and shape, as non-face
objects might share some of these individual features.
Such an account would resonate with studies with
non-face stimuli that have demonstrated how
search for single-feature targets becomes more chal-
lenging when these are embedded in more varied
or complex visual displays (e.g., Duncan & Hum-
phreys, 1989; Santhi & Reeves, 2004; Treisman,
1991). It also resonates with theories in which con-
junctions of features can guide search for a target
more effectively than single features (e.g., Wolfe
et al., 1989). In the face domain, such an account
would be consistent with reports that several
sources of information are important for face detec-
tion in scenes (Bindemann & Burton, 2009; Burton &
Bindemann, 2009; Pongakkasira & Bindemann, 2015;
Prunty et al., 2023), and that representations of
faces in which different sources of information are
combined are detected more effectively than separ-
able facial features (Hershler & Hochstein, 2005).

Finally, we note that the current findings converge
with other studies which suggest that detection may
be quite distinct from other tasks with faces (see Bin-
demann & Lewis, 2013; Pongakkasira & Bindemann,
2015; Qarooni, Prunty, Bindemann, & Jenkins, 2022).
The recognition of facial identity and emotion, for
example, relies on internal facial features to function
optimally (see, e.g., Ellis et al., 1979; Toseeb et al.,
2012; Wegrzyn et al., 2017), whereas the detection
of faces appears unaffected by changes to the internal
features (such as rotation in Experiment 4). This
emphasises the importance of understanding the
process of face detection in its own right. This study
extends these observations by demonstrating that
how detection is investigated determines what can
be learned about this process. In contrast to other
tasks with faces, such as recognition and emotion per-
ception, detection should be studied with complex
visual displays that necessitate the search for faces
for a fuller understanding of this process.
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