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Beyond Sacrificial Harm: A Two-Dimensional Model of
Utilitarian Psychology

Guy Kahane, Jim A. C. Everett, Brian D. Earp, Lucius Caviola, Nadira S. Faber, Molly J. Crockett,

and Julian Savulescu
University of Oxford

Recent research has relied on trolley-type sacrificial moral dilemmas to study utilitarian versus nonutili-
tarian modes of moral decision-making. This research has generated important insights into people’s
attitudes toward instrumental harm—that is, the sacrifice of an individual to save a greater number. But
this approach also has serious limitations. Most notably, it ignores the positive, altruistic core of
utilitarianism, which is characterized by impartial concern for the well-being of everyone, whether near
or far. Here, we develop, refine, and validate a new scale—the Oxford Ultilitarianism Scale—to dissociate
individual differences in the ‘negative’ (permissive attitude toward instrumental harm) and ‘positive’
(impartial concern for the greater good) dimensions of utilitarian thinking as manifested in the general
population. We show that these are two independent dimensions of proto-utilitarian tendencies in the lay
population, each exhibiting a distinct psychological profile. Empathic concern, identification with the
whole of humanity, and concern for future generations were positively associated with impartial
beneficence but negatively associated with instrumental harm; and although instrumental harm was
associated with subclinical psychopathy, impartial beneficence was associated with higher religiosity.
Importantly, although these two dimensions were independent in the lay population, they were closely
associated in a sample of moral philosophers. Acknowledging this dissociation between the instrumental
harm and impartial beneficence components of utilitarian thinking in ordinary people can clarify existing
debates about the nature of moral psychology and its relation to moral philosophy as well as generate

fruitful avenues for further research.
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According to classical utilitarianism, we should always act in
the way that would maximize aggregate well-being. Since its
introduction in the 18th century by the philosopher Jeremy
Bentham, this simple idea has been massively influential—and
massively controversial. Modern-day secular morality can be
seen as the gradual expansion of our circle of moral concern
from those who are emotionally close, physically near, or
similar to us, to cover the whole of humanity, and even all
sentient life (Singer, 1981; see also Pinker, 2011). Utilitarians
like Bentham, John Stuart Mill, and, in our time, Peter Singer,
have played a pivotal role in this process, and in progressive

causes more generally. They have been leading figures in the
fights against sexism, racism, and ‘speciesism;’ influential sup-
porters of political and sexual liberty; and key actors in attempts
to eradicate poverty in developing countries as well as to
encourage more permissive attitudes to prenatal screening,
abortion, and euthanasia within our own societies (Bentham,
1789/1983; Mill, 1863; Singer, 2011). Yet utilitarians have
never constituted more than a tiny minority, and utilitarianism
has always faced fierce resistance. Pope John Paul II famously
wrote: “Utilitarianism is a civilization of production and of use,
a civilization of ‘things’ and not of ‘persons,” a civilization in
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which persons are used in the same way as things are used”
(John Paul II, 1995). But it is not only defenders of traditional
morality who reject utilitarianism; prominent progressive think-
ers have criticized utilitarianism in similar terms (Rawls, 1971;
Williams, 1973), and many continue to angrily protest the views
of utilitarians such as Singer (Schaler, 2009). Clearly, utilitar-
ianism is a distinctive, influential, and controversial ethical
view.

Given the influential but controversial reach of utilitarianism
in ethics and society, questions about the psychological basis of
utilitarian moral thinking—and why some people are so at-
tracted to it while others are so repelled—have been of con-
siderable interest to philosophers and psychologists alike. Util-
itarians have often answered such questions by appealing to a
contrast between cool logic and misguided intuitions and emo-
tions. They argue that common moral views have their source in
gut reactions and intuitions shaped by discredited religious views or
evolutionary pressures, and that careful reflection should lead us to
abandon these views and endorse utilitarianism, a more logical view
based in rational reflection (Singer, 2005). Recognizing that this
notion is, in part, a testable hypothesis about human moral psychol-
ogy, some advocates of utilitarianism have generated an influential
body of empirical research that has by and large seemed to confirm it.

The main approach in this research has been to study re-
sponses to ‘sacrificial’ moral dilemmas (such as the famous
‘trolley’ scenario and its various permutations; see Foot, 1967)
which present a choice between sacrificing one innocent person
to save a greater number of people, or doing nothing and letting
them die. In analyzing these responses and relating them to
other variables, such as individual difference scores on person-
ality measures or patterns of brain activity, researchers have
tried to uncover the psychological and even neural underpin-
nings of the dispute between utilitarians and their opponents—
such as defenders of deontological, rights-based views of the
kind associated with Immanuel Kant.

In keeping with the ‘cool logic’ versus ‘misguided emotions’
framework, these researchers have made heavy use of a dual-
process approach to understanding human cognition. Dual pro-
cess models conceptualize cognition as resulting from the com-
petition between quick, intuitive, and automatic processes, and
slow, deliberative, and controlled processes (e.g., Bargh &
Chartrand, 1999; Chaiken & Trope, 1999; Shiffrin & Schneider,
1977). Running with this idea, influential research by Greene
and colleagues has applied a dual process lens to our moral
judgments to suggest that while deontological judgments (re-
fusing to sacrifice the one) are based in immediate intuition and
emotional gutreactions, utilitarian judgments (sacrificing one to
save a greater number) are uniquely attributable to effortful
reasoning (Greene, 2007; Paxton, Bruni, & Greene, 2014). It
has also been suggested that these opposing utilitarian and
deontological forms of decision-making are based in distinct
neural systems (Greene, Nystrom, Engell, Darley, & Cohen,
2004).

Despite an abundance of early findings in support of
Greene’s account, more recent research has yielded results that
are more difficult to square with its—ultimately flattering—
picture of utilitarian thinking. For example, multiple studies
have reported an association between ‘utilitarian’ responses to
sacrificial dilemmas and psychopathy and, more generally, ag-

gressive and antisocial tendencies including reduced concern
about harm to others (Bartels & Pizarro, 2011; Glenn, Koleva,
Iyer, Graham, & Ditto, 2010; Kahane, Everett, Earp, Farias, &
Savulescu, 2015; Wiech et al., 2013). These findings are puz-
zling. Utilitarians are supposed to care about the good of all
sentient beings; psychopaths notoriously care only about their
own good. So why is psychopathy one of the traits most
consistently associated with what are supposed to be paradigm
cases of utilitarian judgment?

The answer to this puzzle may be found by way of illustra-
tion. In March 2017, disability activists outraged by Peter
Singer’s support for the infanticide of severely disabled babies
prevented him from speaking (via an Internet link) at an event
organized by the Effective Altruism Club of Victoria University
in Canada—a club whose founding, in turn, was inspired by
Singer’s advocacy of self-sacrifice in the name of charity
(Singer, 2015). This incident—and the two ‘sides’ of Singer’s
views attracting both censure and praise— offers the beginnings
of an answer to our question by showing two distinct ways in
which utilitarianism radically departs from commonsense mo-
rality.

The first way utilitarianism departs from such commonsense
morality is that it places no constraints whatsoever on the maxi-
mization of aggregate well-being. If killing a severely disabled
child would lead to more good overall—as Singer believes is at
least sometimes the case—then utilitarianism, in stark contrast to
commonsense morality, requires that the child be killed. This
explains the angry protests at Singer’s talk. But this requirement is
just one aspect of utilitarianism: specifically, it is the negative
dimension according to which we are permitted (and even re-
quired) to instrumentally use, severely harm, or even kill innocent
people to promote the greater good. We call this dimension ‘in-
strumental harm.’

There is also a positive dimension to utilitarianism, and this
dimension, too, departs from commonsense morality. Recall
that utilitarianism requires us to maximize, not our own pref-
erences or well-being—not even that of those near or dear to us,
or of our compatriots—but the well-being of all sentient beings
on the planet, and to do so in such a way that “[e]ach is to count
for one and none for more than one” (Bentham, 1789/1983).
This dimension explains why utilitarianism is sometimes de-
scribed as a form of universal or impartial beneficence (which
is what we shall call this positive dimension). For people in
affluent countries, the demand to impartially maximize welfare
is likely to require significant self-sacrifice—for example, giv-
ing much of our income to charity. And although many find this
level of sacrifice far too demanding (Cullity, 2006), this impar-
tial ideal has inspired a global movement of ‘effective altruists,’
including those in attendance at Singer’s event at Victoria
University (MacAskill, 2015; Singer, 2015).

Now we can resolve the puzzle. The sacrificial dilemmas
paradigm, we claim, has yielded such strange and even contra-
dictory findings because it focuses almost exclusively on the
negative side of utilitarian decision-making. So, while psycho-
paths may be more willing to push someone off a footbridge to
save five others (or be less shocked by support for infanticide or
euthanasia), it would be surprising if these same psychopaths
signed up to join an Effective Altruism Club or showed care for
the plight of strangers in the developing world. In other words,
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the sacrificial dilemmas paradigm ignores or downplays the
positive, impartial and altruistic core of a utilitarian approach to
ethics. Accordingly, over a decade of research employing sac-
rificial dilemmas to study ‘utilitarian’ thinking has shed light
only or primarily on instrumental harm: the conditions under
which people find it acceptable to cause harm for a greater
good. Such dilemmas, however, tell us little about the sources
of impartial concern for the greater good, despite the fact that
this positive, all-encompassing altruistic aim is at the very heart
of a utilitarian approach. In short, recent research has told only
half of the story about the psychology of utilitarianism. And
because impartial beneficence is the philosophical core of util-
itarian thought—whereas acceptance of instrumental harm is
one implication of that central core, when it is endorsed without
qualification—it has arguably focused on the less important
half.

Our paper has three aims. First, we will propose a new
conceptual framework for thinking about the psychology of
utilitarian tendencies in the lay population. We hope that this
framework will also serve as a general model for thinking about
the relationship between the explicit ethical theories debated by
philosophers and the pretheoretical moral decision-making of
ordinary people. Second, using this framework, we will outline
a new approach for studying individual differences in proto-
utilitarian tendencies. We will introduce and validate a new
scale—the Oxford Ultilitarianism Scale (OUS)—that was de-
signed to address important limitations of the sacrificial dilem-
mas paradigm. Third, we will propose a new theory of the
psychological sources of proto-utilitarian modes of thinking, a
theory that can explain the recent (puzzling) findings about
utilitarian judgment as well as generate new directions for
future research.

Current work in moral psychology has largely assumed that
utilitarian decision-making is a unitary psychological phenom-
enon. By contrast, the Two Dimensional (2D) model of utili-
tarian thinking we develop here highlights the distinct positive
and negative components of utilitarian decision-making. Al-
though these two dimensions overlap in explicit utilitarian
theorizing, they often come apart in the moral thinking of lay
persons and are indeed in some tension in that domain. We will
end by exploring the theoretical, methodological, and practical
implications of this overlooked division within utilitarian think-
ing. We will highlight, in particular, the way in which the 2D
model casts doubt upon dominant philosophical and psycholog-
ical accounts both of the psychological basis of utilitarianism
and of the sources of continuing resistance to it.

Utilitarianism and Moral Decision-Making in the
Lay Population

Ethical Theory and Moral Judgment in
Nonphilosophers

Although there is a large and growing body of psychological
research into utilitarian decision-making, this research has largely
proceeded without a precise account of the sense in which the
moral judgments of nonphilosophers can usefully be described be
in terms drawn from explicit philosophical theories (but see
Greene, 2008).

Moral philosophers develop, elaborate, and debate explicit eth-
ical theories. But although some ethical theories, or ideas derived
from such theories (e.g., the Kantian concept of human dignity),
occasionally become more widely known, there is little reason to
think that lay people employ explicit ethical theories in forming
their moral judgments—Iet alone the specific theories debated by
academic philosophers. It is plausible, however, that such philo-
sophical theories draw upon pretheoretical moral intuitions and
tendencies. It is also likely that both attraction to, and rejection of,
explicit ethical theories is driven, at least in part, by individual
differences in such pretheoretical moral tendencies. Such tenden-
cies would involve being responsive to and emphasizing the fac-
tors that a given ethical theory regards as morally relevant. They
will therefore often also be reflected by patterns of moral judg-
ments that at least partly mirror those supported by the theory. Less
centrally, such tendencies can also involve forms of moral reason-
ing and deliberation that echo (or are the precursors of) those
recommended by the theory.

Importantly, we should not treat such pretheoretical tendencies
in an all-or-nothing manner; few if any nonphilosophers are full-
blown utilitarians. Such tendencies are rather a matter of degree:
the moral thinking of ordinary individuals will approximate to a
greater or lesser extent—as well as in some but not other re-
spects—the patterns of judgments and response that characterize a
given explicit ethical theory.

One could still ask, however: Even if nonphilosophers do not
form their moral judgments by applying an explicit ethical theory,
why not simply ask them to what extent they endorse such a
theory? Although tempting, this approach is not, we claim, a
promising way to measure the moral views of ordinary people. To
begin with, there is considerable evidence that people often do not
have introspective access to the principles and factors to which
their moral judgments are actually responsive. In addition, their
judgments about concrete cases needn’t reflect the general moral
principles that they would endorse upon reflection (Cushman,
Young, & Hauser, 2006; Hauser, Cushman, Young, Kang-Xing
Jin, & Mikhail, 2007; Lombrozo, 2009). To illustrate: the utilitar-
ian idea that we should act in ways that promote everyone’s
happiness can sound very attractive in the abstract, but many reject
utilitarianism when they realize the highly counterintuitive impli-
cations of treating this idea as the sole criterion of moral action—
that is, its uncompromising demand for impartiality and self-
sacrifice, on the one hand, and for the sacrifice of innocent others
for the greater good, on the other (as, e.g., in Judith Jarvis Thom-
son’s [Thomson, 1985] case of killing a patient and using his
organs to save five others; see Horne, Powell, & Hummel, 2015).
Thus, even when people endorse the core utilitarian principle in the
abstract, their actual moral judgments may still be guided by
deontological considerations relating to rights, duties, or degrees
of personal relationship. In fact, lay people who endorse utilitarian
principles in the abstract do not tend to also reject opposing
deontological principles (Tanner, Medin, & Iliev, 2008). There-
fore, to measure the extent to which people approximate an ethical
theory such as utilitarianism, we need to approach things more
indirectly, by examining a broader range of patterns of moral
thought and judgment (Kahane & Shackel, 2010).

Finally, we need to strike a balance between philosophical
accuracy and empirical plausibility. It is unlikely that the moral
judgments of nonphilosophers mirror the most intricate and subtle
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forms of the ethical theories developed by philosophers, nor should
we expect the moral views of ordinary people to be fully consis-
tent. At the same time, if we use terms such as ‘utilitarian’ too
loosely, these terms will lack any interesting theoretical content
and, indeed, will mislead us into reading more into more mundane
forms of ordinary moral judgment than is really there (Kahane,
2015). In the next section, we give specific examples to illustrate
these considerations.

Understanding Utilitarianism

Utilitarianism involves more than the commonplace ideas that
we should aim to prevent suffering and promote happiness, or that
it is morally better to save more rather than fewer lives (all else
equal). Utilitarians make a far more radical claim: that we should
adopt a thoroughly impartial standpoint, aiming to maximize the
well-being of all persons (or even all sentient beings), regardless of
personal, emotional, spatial, or temporal distance (positive dimen-
sion); and that this should be our one and only aim, unconstrained
by any other moral rules, including rules forbidding us from
intentionally harming innocent others (negative dimension). In line
with the framework set out above, it is worth pausing to spell out
the distinctive patterns of moral thought and judgment involved in
each of these dimensions of utilitarianism.

The positive dimension of utilitarianism: Impartiality. The
philosophical core of utilitarianism lies in the impartial maximi-
zation of the greater good.' To adopt a thoroughly impartial moral
standpoint is to treat the well-being of every individual as equally
important. No priority should be given to one’s own good, nor to
that of one’s family, friends, compatriots, or even fellow humans
over nonhuman animals. Such a standpoint would normally imply
highly demanding forms of self-sacrifice—whether by becoming
vegetarian or vegan, giving much of one’s money to effective
charities aiming to relieve suffering in distant countries, or perhaps
even donating one’s own kidney. Indeed, utilitarianism instructs
moral agents to sacrifice their own well-being even if there is only
a tiny increment in the well-being of others over what they them-
selves have lost.

Notice, however, that such moral impartiality is not the same
thing as altruism and self-sacrifice. Someone might not hesitate to
risk their life to save a drowning child, while at the same time
failing to conclude that they have any reason to give up an affluent
lifestyle. Ordinary, ‘commonsense’ morality encourages modest
acts of altruism (e.g., helping a beggar or making an occasional
donation to charity) and rewards heroism in the context of acute
emergencies. But complete impartiality requires more—much
more. The utilitarian Peter Singer, for example, is as we noted a
leading proponent of effective altruism, a movement built around
the idea of using reason and evidence to identify the best ways of
helping others. Many effective altruists have pledged to give at
least 10% of their income to cost-effective charities (MacAskill,
2015; Singer, 2015)—and even this arguably falls considerably
short of the strict utilitarian ideal. In the U.K., the median amount
given to charity per year is £168, and of the four most popular
causes that people donate to (charities focused on children, med-
ical research, animals, and hospices: Charities Aid Foundation,
2016), none are focused on the developing world, where arguably
the most good can be done. With a median salary of around
£27,000, on utilitarian effective altruism principles we should

donate at least £2,700—or 16 times the actual amount—and we
should send it to charities that would impartially do the most good.
In fact, people typically do neither.

Utilitarianism diverges from ordinary morality not only with
respect to how much we should sacrifice but also for whose sake.
Some individuals engage in acts of extreme self-sacrifice—in
some cases, sacrificing their lives to promote the good of their
family, country, or religious group. But such altruistic acts are
hardly expressions of impartiality since they focus on one’s
friends, family, or ingroup. Utilitarianism, by contrast, actually
forbids us from giving any special priority to those close to us over
others (saving the lives of compatriots, or even family, before
those of distant strangers); indeed, if it would maximize welfare,
we must make sacrifices for our greatest enemies. Of course, how
much one approximates this impartial ideal is a matter of degree—
even avowed utilitarians admit that they fail to realize it without
qualification (Singer, 2015). Finally, there is more than one way of
departing from this ideal: a religious fundamentalist may discount
self interest in favor of her ingroup while an egoist might care only
about himself without differentiating much between strangers and
his closest family members.>

The negative dimension of utilitarianism: Harming and
breaking rules. Although a thoroughly impartial moral outlook
is necessary for utilitarianism, it is not sufficient. One can adopt
such an outlook while still holding that the goal of maximizing
everyone’s well-being must only be pursued in line with various
moral rules constraining us from certain ways of harming innocent
people, lying, breaking promises, and the like. In other words, even
if one endorses this impartial moral goal, one may still think that
we are forbidden from taking certain means to achieve it. The
negative component of classical utilitarianism is the denial that
there are any such constraints. We should of course still usually tell
the truth, keep our promises, and refuse to harm innocent people—
but only when (and because) these acts are likely to lead to a better
impartial outcome. When they get in the way of achieving such an
outcome, such familiar moral rules can and should be broken.

The most central of these rules relates to what we called instru-
mental harm—willingness to harm and even kill others when this
is needed to achieve a better outcome. Such a willingness can be
seen when—as in the classic thought experiment—someone

! Some nonutilitarian moral views, including Kantianism and some
forms of Christian and Buddhist ethics, are also radically impartial (e.g.,
Kant tells us to give equal respect to all rational beings) but that impar-
tiality is not expressed in the goal of maximizing the well-being of all.

2 For ease of presentation, we distinguished here the degree of the
sacrifices we make to aid others and for whose sake we make these
sacrifices—specifically, whether in doing so we treat everyone’s well-
being as equally important. This could give the impression that impartial
beneficence consists of how beneficent we are (degree of sacrifice) and
how impartial we are (whether or not we prioritize certain others). How-
ever, from a utilitarian standpoint these are not conceptually distinct:
prioritizing the self and prioritizing family, friends, or compatriots, are both
forms of partiality that utilitarianism rejects (unless such differential treat-
ment can be justified in impartial terms—e.g., if we can generate more
utility by taking care of those we know well). Moreover, impartial benef-
icence needn’t require any sacrifice—as, for example, when one has to
choose whether to prevent harm to a family member versus a greater
number of strangers. Still, while complete impartiality involves giving
equal importance to the good of all individuals (including oneself), depar-
tures from such impartiality can go both in the direction of greater prior-
itisation of self and greater prioritisation of those close to us.
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pushes an innocent person off a footbridge to save a greater
number of lives. But it can also be seen in more realistic examples,
such as when someone holds that torture is morally acceptable if
needed to reduce the risk of a major terrorist attack. Similar
reasoning explains why some utilitarians support the legalization
of so-called ‘active euthanasia’ as well as, more controversially,
the abortion (and in some cases even infanticide) of the severely
disabled. However, willingness to cause instrumental harm is not
the only way in which utilitarians reject the authority of many
other putative moral rules—including, as mentioned, those relating
to honesty and keeping promises, as well as to fairness, hierarchy,
and ‘purity’ (i.e., a concern for strict sexual and other boundaries).
It is for this reason that utilitarians were among the earliest to
support the legalization of homosexuality and, more generally, to
defend a permissive attitude toward sexuality (Bentham, 1785/
1978).

One final clarification. Just as one can endorse an impartial aim
to maximize welfare without rejecting common moral constraints,
so can one reject many or even most of these rules and values
without endorsing the impartial positive aim of utilitarianism. An
avowed egoist, for example, might also regard constraints against
lying or even killing in a purely instrumental way yet see no reason
at all to care about the greater good.?

Degrees of Proto-Utilitarian Tendencies in Lay
Moral Judgment

Understood as an explicit ethical theory, classical utilitarianism
is firmly committed both to unqualified impartiality and to the
rejection of all inherent moral constraints on the maximization of
aggregate well-being. Now, few if any nonphilosophers are likely
to consciously apply such an explicit theory. However, the moral
thinking of ordinary people may approximate such an outlook to
varying degrees. We propose that the closer a person approaches
moral questions in ways that give weight to the concepts and
considerations central to paradigmatic utilitarianism (i.e., the ‘clas-
sic’ view associated with Bentham and Mill), the stronger the
utilitarian tendencies of that individual. Spelled out in the terms set
out above, a person’s moral thinking should count as more utili-
tarian (a) the greater its focus on the impartial maximization of
well-being across different moral contexts (positive dimension)
and (b) the less space and weight it gives to values other than
well-being, and to moral rules constraining the promotion of
well-being (negative dimension).*

With respect to (a), we have seen that an individual can reject
impartial morality both by privileging the self and by privileging
family, friends, or compatriots, or generally those who are spatially
and temporally closer. With respect to (b), the other values and
rules in question could be both a matter of number (e.g., traditional
morality accepts multiple moral rules that can constrain the pro-
motion of aggregate well-being, such as rules relating to hierarchy,
purity, and so on; see Haidt, 2012) and strength (e.g., libertarians
typically accept far fewer moral rules than traditionalists, but the
few rules they do accept with respect to, e.g., property rights are
extremely strong). In their strongest form, such competing moral
rules state absolute prohibitions. But they needn’t be as strong as
that. Many nonutilitarians accept that we can break certain moral
rules (e.g., relating to truth-telling or promises) when adhering to
them would lead to significant harm (Holyoak & Powell, 2016),

and plenty of nonutilitarians are willing to endorse causing severe
harm to innocents in situations where the costs of refusing to do so
are catastrophic (Fried, 1978). Stronger rules will have higher
thresholds, and different individuals will draw those thresholds at
different points (Trémoliere & Bonnefon, 2014).

Someone who thinks about morality in unqualifiedly impartial
terms, privileging no one over another while rejecting any con-
straint whatsoever on the maximization of well-being, would count
as fully utilitarian on the proposed construct. Such a person would
closely conform, at least in their moral thinking, to classical act
utilitarianism, and to the form of utilitarianism presently defended
by philosophers such as Peter Singer (2011).

Utilitarianism can also take other forms. One is ‘rule’ utilitari-
anism, which holds that the morally right action is the one that
conforms to rules that, if widely adhered to, would maximize
well-being. There are also nonutilitarian forms of consequential-
ism that recognize values beyond that of utility (e.g., the value of
fairness) and even accommodate forms of partiality (Scheffler,
1982; Sen, 1983). Because they depart from classical utilitarianism
in ways that bring them closer to commonsense morality, adher-
ents of such views would count as somewhat less utilitarian on the
proposed construct.

It may be worth clarifying at the outset why we privilege
classical act utilitarianism in this way. First, as a minor point, this
is the form of utilitarianism assumed by most work in current
moral psychology; our framework aims to improve on existing
practice but also to be continuous with it rather than to change the
subject. Second and more importantly, classical act utilitarianism
is the original form of the view and remains the most famous, most
influential, and most controversial. Third, some more recent de-
velopments of utilitarianism (e.g., ‘motive’ or ‘global’ utilitarian-
ism, or the distinction between criterion-of-rightness and decision-
procedure; see Sinnott-Armstrong, 2015) are probably too subtle
or complex to be reflected in the moral thinking of nonphiloso-
phers: it is not by accident that it took many decades of intense
philosophical reflection to identify these variants. Fourth, most
important deviations from classical act utilitarianism—rule utili-
tarianism, satisficing utilitarianism and nonutilitarian consequen-
tialism being prime examples—are attempts to bring utilitarianism
closer to commonsense morality and tone down its more radical
and counterintuitive aspects. Since we are proposing a way to rank
moral outlooks as more or less utilitarian, it is hard to see what
could replace the most unqualified form of the view (which also

3 Notice, however, that we defined ‘instrumental harm’ as harm that
aims to bring about a greater good. Throwing someone onto the track of a
train just for fun is thus not a case of instrumental harm in our sense. Does
this mean that instrumental harm inherently involves an element of impar-
tial beneficence, and is therefore an overlapping construct? Endorsing
instrumental harm involves an element of beneficence, that is, acting in
ways that benefit (or prevent harm to) others and, indeed, in a way that is
responsive to the number of lives saved. But such an act typically involves
no self-sacrifice nor need it express any kind of impartiality—in typical
sacrificial dilemmas, both the person to be sacrificed and those who can be
saved are strangers. Notice also that beneficence in this weak sense is a
mundane moral notion that is endorsed by virtually all moral views,
including stringent deontological theories.

4 At the theoretical level, it is possible to understand giving moral weight
to different forms of partiality as themselves reflecting a set of deontologi-
cal rules. But in the psychological context it is more illuminating to treat
this dimension separately.
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happens to be the most paradigmatic) at the ‘top’ of the scale.
Importantly, however, other forms of utilitarianism are not ignored
by our framework—their adherents would be ranked as leaning
strongly toward utilitarianism but somewhat less so than classical
utilitarians. This seems exactly right.

As we move further away from utilitarianism in its paradigmatic
forms, we find approaches to morality that are increasingly partial
and that recognize a greater number of increasingly stringent
deontological constraints. Individuals who think of morality in
these ways would count as low on utilitarian dispositions. Notice,
though, that the construct we are developing is a measure of
utilitarian tendencies, not a general taxonomy of possible moral
views. There are multiple ways to reject utilitarianism—we al-
ready mentioned traditional morality, libertarianism, Kantian eth-
ics and other rights-based approaches; there is also virtue ethics
(Hursthouse, 1999) as well as others. These are very different
nonutilitarian views, and the proposed construct is not intended to
differentiate between them.

Finally, although we explained above what would count as a
stronger or weaker utilitarian tendency by reference to a range of
utilitarian and nonutilitarian theories, it bears emphasizing again
that the construct we have in mind is a measure of broad tenden-
cies in moral deliberation and judgment in the lay population. It is
not likely that ordinary people apply anything resembling an
explicit ethical theory (whether utilitarian or not), nor is it likely
that their moral judgments are fully consistent across different
moral contexts.

Existing Measures of Utilitarian Decision-Making

Sacrificial Dilemmas

Armed with this theoretical framework, we can return to the
sacrificial dilemmas paradigm. Sacrificial dilemmas are by far the
most dominant experimental paradigm in contemporary moral
psychology (Christensen & Gomila, 2012), and are widely as-
sumed to be a reliable measure of utilitarian decision-making.
Prosacrifice responses to such dilemmas are routinely classified as
‘utilitarian judgments,” and the psychological processes and mech-
anisms implicated in such judgments interpreted as reflecting
general features of utilitarian decision-making (Greene, 2008).
Moreover, the number of prosacrifice responses to batteries of
such dilemmas are widely used as measures of differences in
utilitarian tendencies both within (Bégue & Laine, 2017; Lom-
brozo, 2009) and between populations (Koenigs et al., 2007).

The work of Greene and colleagues on sacrificial dilemmas has
been deeply influential to the field. It has spurred more than a
decade of fascinating research in moral psychology, and has made
substantial advances to our understanding of instrumental harm.
That said, despite—or perhaps because of—how popular sacrifi-
cial dilemmas have been in moral psychology, this approach has
naturally invited some criticism, for example, relating to the highly
artificial character of the scenarios typically used (Bauman,
McGraw, Bartels, & Warren, 2014). Our aim here is not to offer
further criticism of this paradigm but to highlight its limits as a
general measure of utilitarian tendencies.

Sacrificial dilemmas only directly measure what we call the
negative dimension of utilitarianism. In fact, they measure only
attitudes to instrumental harm—just one aspect of the negative

dimension, albeit a very important one, given the moral centrality
of prohibitions against harming others. To judge that, for example,
we should push one innocent person off a footbridge is to reject (or
at least discount) one possible deontological rule against directly
harming someone (as a means to preventing a greater harm to
others). But one could reject this particular deontological rule
while still accepting many other rules—for example, rules relating
to fairness, honesty, or promise-keeping. And one can certainly
reject this rule while remaining highly partial in one’s moral
decision-making.

That someone makes a judgment that happens to be in line with
utilitarianism in a specific context does not, of course, immediately
show that their judgments stem from, or are responsive to, the con-
siderations that lie at the heart of a utilitarian moral outlook. Nor does
it show that they will make judgments in a way that resembles such
an outlook in other contexts. It is nevertheless an empirical possibility
that prosacrifice re