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The rippling effect of nonlinearities

Virginia L. M. Spiegler, Mohamed M. Naim and Junyi Lin

Abstract Nonlinearities can lead to unexpected dynamic behaviours in supply chain
systems that could then either trigger disruptions or make the response and recov-
ery process more difficult. In this chapter we take a control theoretic perspective to
discuss the impact of nonlinearities on the ripple effect. This chapter is particularly
relevant for researchers wanting to learn more about the different types of nonlin-
earities that can be found in supply chain systems, the existing analytical methods
to deal with each type of nonlinearity and future scope for research based on the
current knowledge in this field.

1 Introduction

As a result of globalisation and increasing competitive pressures, modern supply
chains have gone through a leaning and lengthening process [1] and now back to
reshoring [2]. Managers have attempted to optimise supply chains by reducing hold-
ing inventory, outsourcing noncore activities, cutting the number of suppliers and
sourcing globally, forgetting that the world market is an erratic and unpredictable
place [3]. In addition to this, current trade restrictions as a result of protectionist
political environment emerging in North America and Europe introduce additional

Virginia L. M. Spiegler
Kent Business School, University of Kent, CT2 7PE Canterbury UK, e-mail:
v.L.spiegler @kent.ac.uk

Mohamed M. Naim
Cardift Business School, Cardiff University, Aberconway Building, Colum Drive, Cardiff CF10
3EU, UK e-mail: naimmm @ cardiff.ac.uk

Junyi Lin
Cardiff Business School, Cardiff University, Aberconway Building, Colum Drive, Cardiff CF10
3EU, UK e-mail: linj17 @cardiff.ac.uk



2 Virginia L. M. Spiegler, Mohamed M. Naim and Junyi Lin

uncertainty and complexity into supply chains, which are more vulnerable to disrup-
tions than ever before [4].

The resulting complex business environment has increased the importance of
handling risks which can emerge from the customers, suppliers, manufacturing
processes and control systems [5] and of designing ripple effect mitigation strategies
through agile and resilient practices [6]. Increased complexity also means that supply
chain researchers can no longer disregard capacity limitations, restrictive policies
and other system constraints, i.e. that the real world is nonlinear. Nonlinearities
can introduce unexpected behaviour in a system causing instability and uncertainty
[7, 8], therefore it is important to understand how control systems can be designed
to influence dynamic behaviours and how nonlinearities impact the performance of
supply chains.

When looking at supply chain problems, researchers have created a number of
production and inventory models to represent the flows of information and material
between different supply chain players. There are a number of research streams
that deal with such problems, such as Markov demand process, Bayesian approach,
moving average or ARIMA process [9], mixed-integer programming, stochastic
programming, simulation (via system dynamics, agent-based modelling, discrete-
event), graph theory [6] and control theory (via feedback control and optimal control
mechanism) [6, 9]. The latter approach concerns determining transient responses and
systems stability, i.e. understanding and controlling supply chain dynamics. These
dynamics are normally driven by the application of different control system policies
and can be considered as a source of disruption depending on the control system
design [10]. Moreover, a number frameworks exist for tackling the ripple effect in
the supply chain dynamics, control and disruption management domain [11].

In this chapter we will discuss the impact of nonlinearities on the ripple effect
from a control structure perspective, by revisiting the literature on nonlinear control
theory application in supply chain management. As [12] pointed out ‘useful tools
for quantitative analysis of control and systems theory for a wide supply chain
management research community remain undiscovered’. This chapter reviews new
research techniques and recent progress in the analytical understanding of how
nonlinearities influence dynamic behaviours and affect the performance of the supply
chains. We start by introducing different types of nonlinearities and their typical effect
on system transient output response. Then, we suggest existing methods to analyse
each type of nonlinearity and detail a selected number of mathematical approaches
that can be used alongside simulation methods to explore the hidden dynamics
caused by such nonlinearities. Next, we discuss the applications of these methods
and compile key findings on the rippling effect of nonlinearities. Finally, the chapter
concludes with a future research agenda.
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2 Types of nonlinearities

A nonlinear system is one whose performance does not obey the principal of super-
position. This means that the output of a nonlinear system is not directly proportional
to the input and the variables to be solved cannot be expressed as a linear combination
of the independent parts [13]. In supply chain systems, nonlinearities can naturally
occur due to the existence of physical and economic constraints, for instance fixed and
variable capacity constraints in the manufacturing and shipping processes, resource
availability, variable delays and variable control parameters, trade and infrastructure
constraints [8].

Since the variety of possible nonlinearities in supply chain systems is extremely
wide, it may be worthwhile to classify them into different categories, for which
appropriate analytical methods will be suggested. The first research found on cat-
egorisation of nonlinearities in business system dynamics research was done by
Mohapatra [14] who identified three types of nonlinearities: limiting functions, ta-
ble functions and product operators. He also recommends some techniques to deal
with such properties, including the omission of redundant functions, linearisation
through averaging, best-fit line approximations and small perturbation theory. In the
control systems literature, nonlinearities are more extensively classified as inherent
or intentional, continuous or discontinuous and single- or multiple-valued [15, 16],
as in Figure 1.

Single-valued

Intentional
Nonlinearities
Multi-valued

‘ Continuous ’ ‘Discontinuous’

Fig. 1 Types of nonlinearities

Inherent nonlinearities are intrinsic to the nature of the system and arise from
the system’s hardware and motion. They are normally undesirable and need to be
compensated for by the system designer. Intentional nonlinearities are artificial and
deliberately introduced by the designer in order to improve system performance
[15]. Normally in supply chain systems, nonlinearities are intrinsic to the system
due to physical and economic constraints. These nonlinearities may or may not
be considered in the system modelling depending on the degree of accuracy and
complexity necessary for the supply chain design. On the other hand, supply chain
designers may want to include nonlinearities that do not exist in reality for the sake
of improving certain performance measures. This type of research has only recently
been considered [17] but yet to be duly explored. Other studies have shown that
while the presence of nonlinearities may worsen some performance measures, they
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may improve others. For example, [18] - demand amplification versus service level,
[19] - complexity of the production plan versus production cost, [20] - leadtime
expectations versus dynamic behaviour in the system.

Continuous and discontinuous nonlinearities are associated with the rate of change
in the output in relation to the input. Table 1 contains examples of discontinuous (the
first four rows) and continuous (the last two rows) nonlinearities found in production
and inventory control models for supply chain management and their block diagram
symbol, typical output response given a sinusoidal input and the rate of change
between output and input. A feature of the outputs in continuous functions is that they
are smooth enough to possess convergent expansions at all points and therefore can
be linearised. Examples include any adaptive control system, where certain control

Nonlinearity Block diagram Typical Output Input-Output

symbol Response Profile
Fixed Capacity l Xo Y
Constraint X _p y
(discontinuous,

single-valued) Xi

Non-negativity  x,) —» y
Constraint %
(discontinuous, 0

single-valued) t X
Variable Capac- ixz(t) Y I
ity Constraint _’E_Z |
. . 1

(discontinuous, [\
multiple-valued) - VR ) < X
Rounding %ﬁ»‘ ﬂ Iml d ~
(discontinuous, x,t)_,. Yo (] [~

: \ |
single-valued) E_> | ;‘ ‘\ [ f

L L[t L/ X1
Time-varying i x Y v
parameter =y I \\
X)) x [\

(continuous, 0 30— /\ -
single-valued) N e
Time-varying i Xo(t) y/f
parameter ) x XF J
(continuous, 0 —O0—

multiple-valued)

Table 1 Nonlinearities in Production and Inventory Control Systems
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parameters, instead of being fixed, vary depending on the state of other variables
[16]. Sharp changes in output values or gradients indicate discontinuities. The most
common type of discontinuous nonlinearity is the piecewise linear functions, which
consist of a set of linear relations for different regions.

In the case of single-valued nonlinearities, the output is a result of the current
value of the input, whereas two or more values of output may be possible for
the same input value in the case of multiple-valued nonlinearities. The multiple
values of the output will depend on the previous history of the input; thus such
nonlinearities are said to possess memory. The last column of Table 1 demonstrates
the difference between these characteristics. Multiple-valued functions are often used
in engineering to model hysteresis of magnetic and elastic materials and mechanical
backlash of friction gears [15]. In business studies this kind of nonlinear behaviour
has been described in economics [21], for instance between buying/selling states
and price [22] and unemployment and economy growth rate [23]. In supply chain
management research, multi-valued nonlinearities are not so commonly reported.
They have been used to model switching of certain operation strategies depending
on cost directions. Examples include investigations on changes in global sourcing
[24] and manufacturing strategies [25] depending on foreign exchange rate directions.
From a purely production-inventory control system perspective, this kind of effect
has been identified in outbound shipments which depend on relational fluctuations
between inventory levels and current demand [8]. The normal thinking is that,
independent of demand growing direction, the order quantities placed to suppliers or
shipped to customers will always match demand. However, when a variable capacity
is put in place, these outputs can result in a complex multiple-valued nonlinear
behaviour.

3 Methods for the analysis of nonlinearities

When confronted with a nonlinear system, the first approach is to linearise it. The
rationale for this is that techniques to analyse linear systems are much more estab-
lished and understood than nonlinear control theory methods [16]. Linearisation is
generally considered an appropriate choice when the solution can be obtained in this
manner. While linear system theory is well acknowledged, the literature in nonlinear
theory is less conclusive when it comes to generality and applicability [13]. Be-
cause of a lack of common terminology and lack of detailed research methods in the
nonlinear control systems literature, the complete catalogue of all existing methods
and their applicability in the analysis of nonlinear feedback systems is laborious.
Table 2 presents a list of the methods that have been sufficiently acknowledged in
the literature and whose full details were accessible.

There are a number of methods for system linearisation, such as small perturbation
theory, describing function and averaging or best-fit line approximations. The former
allows the system with continuous nonlinearities to be analysed through successive
approximations in the form of power series around a specific operating point [15]. If
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Method of Analysis Applications

Considerations

Linearisation methods

Small perturbation the- Continuous
ory with Taylor series ex- Single-valued
pansion

Continuous, Discontinuous
Single-valued, Multi-valued

Describing function

Small perturbation the- Continuous
ory with Volterra/Wiener Multi-valued
series expansion

Averaging and best-fit Continuous, Discontinuous
line approximations Single-valued, Multi-valued

Assumption that the amplitude of the excitation signal
is small.
Local stability analysis only.

Less accurate when nonlinearities contain higher har-
monics.

Analysis of systems with periodic or Gaussian random
input only.

Assumption that the amplitude of the excitation signal
is small.

Difficulty in calculating the kernels and operators of the
system, making it impractical for high order systems.

Gross approximation of real responses.
Only when better estimates are not possible.

Phase plane and graphi- Continuous, Discontinuous

Limited to 137 and 2"¢ order systems only.

cal solutions Single-valued, Multi-valued

transformation Discontinuous
Single-valued, Multi-valued

Point
method

Piecewise linear systems only.
For high order systems, automated numerical methods
must be employed.

Graphical and
simple methods

Continuous
Single-valued

Direct solution Limited to a finite number of equations.

Exact
solutions|

2 B Lyapunov-based stability Discontinuous Piecewise linear systems only.

% 7.% analysis for piecewise- Only single-valued examples Computation can be complex depending on the system.
& E linear systems were found

s

fu Numerical and simula- Continuous, Discontinuous Can be time consuming.

E tion solution Single-valued, Multi-valued Dependent on computer and software calculations ca-
2] pacity.

Table 2 Summary of methods used to analyse nonlinear systems

the system can be represented by the Taylor series or Volterra series, then it can be
approximated using perturbation theory [26]. The Volterra series is often compared
with Taylor series but it is also suitable to approximate outputs with memory, which
means that the Volterra series can mimic systems where the output depends on
past inputs so they are suitable for multi-valued nonlinearities [13]. The describing
function method is attributed to as a quasi-linearisation, since the approximation
process of the nonlinear system is for specific inputs. For instance, sinusoidal inputs
are more often used since the frequency response approach is a powerful tool for the
analysis and design of systems [27]. Averaging and best-fit line techniques produce
rough estimations and can be a simpler alternative for comprehending more complex
systems in a qualitative manner [14]. However, whenever precision and reliability
are needed these methods should be avoided [16].

Then there are graphical techniques, such as the phase plane analysis. However,
this technique is limited to second order systems [16]. The point transformation
method allows periodicity and stability of piecewise-linear systems to be investigated
by studying the behaviour of trajectories that cross repeatedly from one region to
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another [15], but it can be complicated for high order systems. There are also exact
solutions for a finite number of nonlinear control systems with low order [16], making
its application very limited. More complex and sophisticated techniques such as the
one developed by [28] are used for stability analysis of piecewise-linear systems
combining Lyapunov functions and convex optimisation process.

Finally, there is simulation, which although is a very helpful technique, it should
be in principle used as a complementary tool to the above analytical methods. Sim-
ulation has many advantages, offering a “middle ground between pure mathematical
modelling, empirical observation and experiments for strategic issues in supply chain
research” [29]. Because simulation is a numerical technique that allows the anal-
ysis of complex models, it does not require specific mathematical forms that are
analytically solvable.

In the next subsections, we provide instructions on how to adopt the following
linearisation methods: describing functions, small perturbation theory with Taylor
and Volterra series expansion. These methods were chosen given their wide appli-
cability, versatility and power in uncovering hidden dynamics caused by different
types of nonlinearities and in tracing the transient behaviour, which is necessary
to estimate system’s performance. In supply chain systems, the understanding of
transient responses can elucidate the occurrence of disruptions and how to mitigate
its cascading effects on other supply chain members.

3.1 Describing Function

The describing function method is a quasi-linear representation for a nonlinear
element subjected to a specific input. This is a method that attempts to estimate the
output properties, such as frequency, amplitude and stability, after being affected
by a nonlinear component [27]. This method is also used to predict limit cycles or
sustained oscillations [30].

The basic idea of the describing function is to express a nonlinear element in the
form of a transfer function, or a gain, determined from its effects on a particular
input signal. For asymmetric nonlinearities, or symmetric nonlinearities subjected
to biased inputs, at least two terms of the describing function are needed: one that
expresses the change in the output amplitude (N4), and another that considers the
change in the output mean (Np). This leads to the so-called dual-input describing
function [16, 15]. Another effect caused by this type of nonlinearity is the possible
change in phase angle (¢) of the output response in relation to its input. Next, we
give an example of how sinusoidal describing functions can be determined.

Consider the input to the nonlinearity:

x1(t) = A.cos(wt) + B (D

where w is the angular frequency and w = 27/T. The output y can be approximated
to:
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y(t) = Na.A.cos(wt + ¢) + Np.B 2)

In order to determine the terms of the describing function (N4, Np and ¢) the
series has to be expanded and its first harmonic coefficients must be determined. The
Fourier series expansion method is used to represent the output y such as:

y(t) = by + ajcos(wt) + bysin(wt) + arcos Qwt) + bysin(2Qwt) + - - -
(&) % by + ) [axcos(k.wt) + bysin(k.w)] 3)

k=1

where the Fourier coefficients are given by:

ay = %f” y(t)cos(k.wt)dwt 4)

by = %fﬂ y(t)sin(k.wt)dwt ®))
1 Ve

by = —f y(®)dwt (6)
2 J_x

The nonlinear function y is then approximated to the first harmonic, resulting in:

y(t) = by + ajcos(wt) + bysin(wt) = by + 1/(1% + b% .cos(wt + @) @)

where, ¢ = arctan (ﬁ)
a

1
In this way the two terms of the describing function can be determined as:

1/a% + b%
Na=~+—— ®)

bo
Np = 3 )

For single-valued nonlinearities the coefficient b; will be equal to zero and there-
fore the phase angle ¢ will be also zero. In case of dynamic multi-valued nonlin-
earities the describing function will be in the form of N4 (A, w). Normally a plot of
Na(A, w) versus ¢(A, w) for various values of A and w are used to understand such
complex nonlinearities [27].

Examples of supply chain applications of such methods can be found in [8, 30, 31,
32, 33]. By replacing the different describing function values in the system transfer
functions, these studies were able to determine the effect of nonlinearities on the
system’s natural frequency, damping ratio and stability.
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3.2 Small Perturbation Theory with Taylor Series Expansion

The Taylor series can be used for approximating the response of a nonlinear system
to a given input if the output of this system depends strictly on the input at that
particular time.

Given a system with single-valued continuous nonlinearity

X = f(x,u)
y = h(x,u) (10)

where x is the state vector, X is the time derivative of the state vector, y is the
output vector and u is the input vector, we can derive an approximate linear system
about a nominal operating state space x* and for a given input u* by using small
perturbation theory with Taylor series expansion. The linearisation process involved
in this approach is such that departures from a steady state point are small enough
to produce transfer function coefficients. Hence, by assuming a small amplitude of
the excitation signal, the nonlinear differential equations are replaced by a set of
linearised differential equations with coefficients dependent upon the steady state
operating point.

The first order Taylor series approximation of the nonlinear state derivatives leads
to the following linearised function:

A% = AAx + BAu (11)
Ay = CAx + DAu (12)
where Ax = x — x*, Ax = 48X Ay =y — y*, Au = u—u* and A, B, C, D can be

found through the following partial derivatives:

Ofit ) | OfiGw) | ARG )
Ox) Oxp Ouy Auy

(AlB)_ Ofn(x*u™)  Ofaxfu’) | Ofn (XN uY) o Ofu(x"u’)

0x) Oxp Ouy Ouy (13)
C|D Oh(x"u™) . omxLuY) [ omxu) 0 O (xuY)
Oxy Oxp Oouy Auy
Ohp (X" u*)  Ohm (X u™) | Ol (X*u™)  Ohm (X*,u™)
Oxy Oxp Ouy Auy

where n is the number of state variables, m is the number of outputs and k is the
number of inputs.

The nominal operating point (x*, #*) normally corresponds to the equilibrium or
resting points where all state derivatives are equal to zero and they can be found by
applying the final value theorem:
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x* = lim x(¢) = lim 5.X(s) (14)
t—00 s—0

for a constant input u.

The reader can refer to the works of [8, 34, 35, 36] for application of this method
in supply chain models. After linearisation is performed, it is possible to find the
system transfer function and system design will follow linear control system theory.

3.3 Small Perturbation Theory with Volterra-Wiener Series Expansion

The Volterra series has the ability to deal with multi-valued nonlinearities by cap-
turing memory effects. The output from the Volterra series depends on the previous
history of the input to the system. Hence, a continuous multi-valued nonlinear output
can be approximated to:

y(t) = hy + f hi(t)x(t —1))d7 + f h (1, )x(t —1)x(t — »)drido + ...
R R

N N
=hy+ ) thn(n, o) [ [ x =1z (15)
n=1 j=1

where hy is a constant and for n=1, 2...N, the function 4,,(ty, ..., 7,) is referred as
n-th order Volterra kernel. Note that when iy = 0 and N = 1, the formula describes
the system’s impulse response by a convolution of x(#). Volterra extended the linear
system representation to nonlinear systems by adding a series of nonlinear integral
operators.

The convergence of the Volterra series is comparable to the convergence of the
Taylor series expansion of a function which often allows only for small deviations
from the starting point. However, the type of convergence required is very rigorous
since not only the error has to approach zero with increasing number of terms,
but also the derivatives of the error. Hence, estimation of Volterra coefficients is
generally performed by estimating the coefficients of an orthogonalised series, e.g.
the Wiener series, and then recomputing the coeflicients of the original Volterra
series. Readers can refer to [13] for more details. No application of this method was
found in the supply chain management literature.

4 The effects of nonlinearities

In recent years, researchers have put effort in shaping stability regions of nonlinear
supply chain systems and understanding the factors which will lead to chaotic be-
haviours. These studies made contributions in explaining and tackling uncertainties,
dynamics and disruptions in complex supply chain systems, since they elucidated
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how nonlinearities can change a system’s transient response by monitoring the varia-
tion in terms of output’s amplitude, mean and phase and consequently its repercussion
on the system’s natural frequency and damping ratio. Figure 2 illustrates a few ex-
amples on the effect of some nonlinearities (maximum manufacturing capacity and
variable delay in filling order from the model in [8]) on the system’s step response.
The figure demonstrates how simplistic linear assumptions can be and that indeed
nonlinearities can make significant changes to responses’ amplitude and settling
time. Another observation is that nonlinearities affect different performances in dif-
ferent ways. For instance, while the maximum production capacity seems to diminish
inventory levels, it helps to decrease the amplification in manufacturing order rate
(bullwhip). The variable delay in filling orders will have more negative impact on the
outbound shipment rate than on the inventory response. When both nonlinearities
are considered at the same time, outbound shipments’ amplitude and recovery time
are further worsened. Response and recovery time as well as over/undershoot are
good indicative of system’s resilience [5] and the diminishment in this performance
can affect other players in the supply chain.

Table 3 summarises the current understanding of some types of nonlinearities and
their impact on the ripple effect. Discontinuous, single-valued nonlinearities such
as maximum capacity constraints, buying quantity constraints and non-negativities
have been predominantly studied by describing function methods [8, 30, 31, 32, 33].
This method enabled understanding of the impact of such nonlinearities on system
output responses, for example manufacturing and supplier orders and production
rates. Although, this nonlinearity does not provoke a shift in the output phase, it will
change the output’s mean and amplitude. These distortions increase complexity of
supply chain dynamics making it difficult for supply chains to respond and recover
from disruptions, therefore potentially aggravating the ripple effect. For instance,
studies on fixed manufacturing capacity suggest that this nonlinearity decreases the
amplification of manufacturing orders, consequently decreasing the Bullwhip effect.
However, its impact of the manufacturing output mean can slow down the ripple
effect mitigation process. In case of asymmetrical nonlinearities, such as in [33] the
output will be relative depending on the relationship between the minimum (non-
negative) and maximum capacity constraints. If the mean of the orders received is less
than half of the maximum capacity then the non-negative order boundary dominates.
This leads to the increase in average inventory level and orders, therefore increasing
costs. If the mean of the desired orders exceeds half of the maximum capacity, then
the dominant impact on system dynamics will be the capacity constraint rather than
the non-negative order low boundary. Under such condition, mean gain will increase
with demand amplitude, leading to the decrease in average inventory level and orders,
therefore increasing the risk of disruption.

Describing functions have also been used to analyse discontinuous multi-valued
nonlinearities, such as variable shipment constraints due to changes in customer or-
ders and inventory levels [8, 30, 32]. For low frequency orders, this dynamic capacity
constraint can decrease the output’s amplitude and mean and shift the output’s phase
making the output response lag behind the input. Hence, disruptions are less likely to
affect supply chains with high and medium frequency demands. ripple effect mitiga-
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tion strategies would include encouraging high frequency purchasing by developing
resilient demand management strategies. In [33, 36], a similar nonlinearity is applied
to switch between ‘push’ and ‘pull’ production modes, but the authors decided to
evaluate both modes separately through transfer function analysis. This analysis was
not able to capture the effect of the switch nonlinearity, but the authors were able
to conclude that when the upstream operates in make-to-stock mode, other capac-
ity constraints can reduce the bullwhip effect at the expense of increased inventory
variability, therefore at the expense of decreased resilience.

Only single-valued continuous nonlinearities have been identified in the produc-
tion and inventory control literature, therefore only Taylor series expansion has been
applied as small perturbation method to predict nonlinear responses of continuous
constraints, such as time-varying delays, resource depletion and real lead-time es-
timation [8, 34, 35, 36]. In [8, 34, 36], the nonlinear differential equation involved
more than one variable hence the impact on the output’s amplitude and mean will de-
pend on the input and parameter settings. However, linearisation with Taylor series
expansion enabled determination of parameter settings that minimise operational
disruptions and increase supply chain resilience. In the case of [35], the nonlinear
differential equation is used to represent the depletion in resources that will certainly
have a negative impact on production rate and therefore on the ripple effect. The
analysis of this nonlinearity can shed light on how to best allocate scarce resources
to ensure seamless flows of information and material.

It is worth mentioning that other authors have used analytical methods to analyse
nonlinearities such as averaging [37, 38] and stability methods [7, 39], which even
though were not able to capture the effect of nonlinearities on system’s responses, it
allowed establishing parameter settings that minimise cost and disruptions and meet
stability requirements indispensable for supply chain resilience.

5 Conclusion and future scope

This chapter has revisited the literature of nonlinear control theory application in
supply chain management. The chapter instructed readers on the different types of
nonlinearities that can commonly appear in supply chain systems and provoke unde-
sirable dynamic behaviours. A number of methods and references to their application
have been introduced and key findings on the rippling effect of nonlinearities have
been discussed. From the main points discussed in this chapter we outline the fol-
lowing directions for future research:

1. Supply chain structural development: There is an opportunity to explore the
effect of different capacity constraints to devise tactical and strategic plans re-
garding potential adjustments in supply chain structure, such as investment in
infrastructure and resource efficiency and flexibility. Previous research suggests
that adequate capacity levels can help attain desired supply chain performance,
therefore a performance-based structure plan can help companies to make right



n

ia L. M. Spiegler, Mohamed M. Naim and Junyi Li

irgin

Vi

14

suondnisip sesruuru Jey) sSunos
1ojowered ouruiielap 03 sajqeud uorsuedxa soLIas IOABL, YIIM UONESLIEAUIT "9d10yd 1ojowrered o) uo

[esrnowwAs Ji ,, sarouanbaiy moj 1oy A[uo , ‘Se] — toseaIout | (asearodp 1

SWAISAS [oNuod K10jUdAUT pue uononpoid ur sanLresuIiuou jo s3oaye Jurddir jo Arewung ¢ Iqe],

SOLIOS
I0]Ae], Yy uon

orex yuowdrys

ponfeAa-a[Surs pue [9A9] Sopyoeq

Surpuadop asuodsaz indino wasKs oy 01 s1oedwIT JUIIIPIP ISNED ALY URD AILILSUI[UOU SNONUTNIUOD STYT, 0 1 i1 Qwm-pea -eqimiad [reWS ‘snonunNuo) U2am1aq aJueyo AeY [o€]
*KAN[IqeLIBA AIOJUQAUT PaseaIoul Jo asuadxa oy je 1092 diymyng
9Y) 9oNPal ULd SANLILAUI[-UOU ‘OpOoul }O0)s-0)-axew ur sajerodo weansdn uaym eyl 1s933ns syySisur
19O UOP 9 0} SPIDU [OILISAI IOYLINJ “TOAIMOH ‘AIOJUdAUT AI0A0021 pajruil] o) anp [O¢ ‘z€ ‘8] SOPOW 1UAIYIP
ur Jurensuod juawdiys oy 01 ALR[IWIS 9ABYDqQ pInom AjLredurjuou ay) Jey) s1sa33ns sjysisug “sopowr Jo sisk[eue uon pon[eA-nnu
Sunerodo yuazoyip jo sisAfeue uonouny 1dysuen Aq AJuo pasAreue sem jeyy Kjreaurjuou xa[dwiod K10 ormded 01 9[qe JON  9Jer A[QUIOSSY -OUnj  IQJSUBI],  ‘SNONUNUOISI  UOISIOAP [Ing-ysnd [9¢ ‘€]
-apmipduwe s ndino o) uo AJLIESUI[UOU JO 1932 Y} O} NP JUSWUOIAUD JEIUT[-UOU ) UI PIATISQO uon (Koedes xewr
s1 9je1 uononpoid pue ssooord-ur-yiom A[quasse Jo paads 104001 1omO[s Yy "s3umas Korjod [onuoo w0 -e[nwis + onbru panjea-9[3uls + Jou-uou) jurens
sures oY) Jopun suonduwnsse Jeaul[uUou pue IBdul] U2dMIdq sI[Nsal oY) aredwod 0] sI[qeus POYIdA 0 7 T Q)eruononpoid -yod) SulSeIoAY  ‘SNONUNUOISI] -U0d SurmjoejnuelAl ([egl
Swo)sAs Jeaur|
*s3umoes 1ejowered 10j suonepuaur -osimoadard 10y
-wodaI pue wAIsAs ay) Jo sisAfeue Afiqels yidop-ur ue ayelIOpUN 0] SA[qRUD JI ‘sasuodsal s, wAsKs sisA[eue KIjiqers ponjea-a[3urs SI9pIO
uo Aureaurjuou siy) jo vedwr oy uo Surpueisiopun apiaoid 01 S[qe Jou sem poyleuwr 3y} ysnoyy  2imded 019[qeIoN  JIopio 1dr[ddng paseq-aounded]  ‘snonunuodsiq Jo wimal uappiqiod [6€ ‘L]
suondnisip jo ysu SaLIos
9} SuIsLaIOUl ‘UOIYSEJ JBSUI[UOU B UF SISBAIOAP dkl uononpoid oY) ‘9Sealoap $90IN0Sal J[QR[IBAR S I0[AB], 1im uOn  panea-d[3uls
JUOWIUOIIAUD JUDLIND JY) U SODINOSAI D]QR[IBAL JO JUNOWE d) 0 PAIe[al ST djel uononpoid aansayoe oy, 0 T T ojeruononpoid -eqimuiad [rews ‘snonunuo)) AJN[Ie[IeAR 90IN0SIY [sel
uon
1500 pue suondnisip sastwirurw jey) ugisap e 9sodoid 0 19yoIeasa1 pajqeus anbruyod) Surderoae -e[nwiis + anbru panjea-o[3urs s1op1o0 Jul[[y ur
‘osuodsar woIsAs uo Ajresurjuou siy) jo joedwr oY) pueisiopun o) d[qeun sem poypow YSnoyly  2amded 0) 9[qe 10N Juswdiys -yoa1 Surderoay ‘snonunuo)) Aefop Surkrea-own] [8¢ ‘L€]
‘WeaNSuUMOp Ysepyorq sit ysnoayy suondnisip
asned 0} A[oyI] 210w are weonsdn Juds siopio panosiq ureyo A[ddns oy ur weansdn soyeSedord
[euSIS uonBULIOJUL SIY) SB PAleqIaoexd oq Aew wojqoid siyy, “puewop ayy Aq pasoduwil jou pue Josit
waIsAs [0Nuod KI0judAul pue uononpoid Iesurjuou Ay) 0) JISULNUI SUONE[[IOSO AIe YOIyM ‘SI[okd uonounyg ponjea-o[3urs SI9pIO
JTWI] 9SNEBD UBD JUIRISUOD UINJAI USPPIQIO] SB UMOUY 9N SULIOPIO YY) Ul SIUIRNSUOD IANBIIU-UON 0 1 T 19pi1o 1rddng SuIquoso@  ‘snonunuodsiq Jo wimal uappiqiod [0g ‘1¢€]
suondnisip sesTwTur Jey) sennuenb IopIo suTuLI)p 0) I1aY1a50) padnoid
aq pnoys uraned puewap swes ) YPim s1onpoid jey) 15333ns Iom Yy Ul paureIqo sIySisu] ask[eue uonounyg panjea 9[3urs jurens
0] xo[dwod K10A AJLIESUI[UOU SIY) 9pBUI SJUTensuod Sulyojeq pue AJIANESoU-UOU JO UONBUIQUIOD Y 0 1 T Iopio 1orddng Suiqusog  ‘snonunuodsi -uod Ainuenb Suikng [zgl
‘suondnisip sesruuru jey) sSunos SOLIOS
1ajowrered ouruiIelap 03 sajqeud uorsuedxa soL1as IOABL, YIIM UONESLIEAUIT "9d10yd Iojowrered o) uo I0[ARL, YIim uon panfeA-a[Surs s1op10 Sur[[y ur
Surpuadop asuodsarndino wsAs oy 0 s1oedWT JUSISYIP 2SNED dARY URD AJLIRIUI[UOU SNONUTIUOD STY ], 0 T 17 yuowdryg -eqimiad [rews ‘snonunuo)) Ae[op Suikrea-own] [8 ‘t¢]
‘spuewap Aouanbaiy wnipaw pue Y3y ym sureyd Ajddns 109e 01 Aoy $S9]
axe suondnisip “9dudy ‘s1oplo Aouanbaiy moj 10y ATuo ‘indut oy puryeq Sey asuodsar ndino ayy soyewr
)1ys oseyd e pue paaIdsqo st ueowr pue opmijdwe sndino oY) ur SEIIXOP Y "SIOPIO IAWOISND pue uonoung pan[eA-nnw log
S[OAQ] AI0JUSAUT UT UOHBLIEA 0) 9NP $INd00 Judwidiys punoqino ay ur jurensuod Koededs orwreukp sy, = T T juowdiys Suiquoso@  ‘snonupuodsiq Jurensuood yuawdiys ‘ze ‘gl
‘ureyd Ajddns
o ur saruedwod 1910 [[e Sunsae Weansumop apedsed Kew jey) suondnisip asned ued KJLeaurjuou
ST} “90USH "dWIN-Pe] pue puewdp Ul sagueyd uappns o) Surpuodsar ur sopnotyip SunseS3ns ‘yndino
A} JO UBAW A $ASLAIOIP A[[enueisqns 11 ‘A3jens uononpoid [9A9] € osnuond 0y Seuew uononpoid Iapi1o uonounyg panjea-9[3urs jurens
oY) Suroloj sIopIo SuLmoenuew jo uoneoyrduwe oY) 9seaIdop SUTRNSUOD JuLmlorjnuew YySnoyly 0 T T Sunmoejnuey SUIqLIOSO  ‘SNONUIUOSI(] -U0d  SuLdeINuUeIA 8]
oseyq ueoly -dury
mdinQ adKy
10049 91ddry 01 saouenbasuoo enuajod  Indino uo 1oyg A)LIesurjuoN PIs) POYIIN A)LIesurjuoN AJLIRQUIJUON]  90INOS




The rippling effect of nonlinearities 15

investments depending on their focus: customer service, cost efficiency, risk man-
agement and so on. For ripple effect mitigation, this performance-based structure
plan should include all members of the supply chain.

2. Supply chain design development: There is an important avenue for future
research regarding the deliberate employment of nonlinearities for improved sys-
tem’s design. Computer simulation enabled researchers to increase model accu-
racy and validation to better represent reality. However, the analytical methods
here presented bring us one step forward in unraveling the mechanisms of non-
linear supply chain dynamics. This knowledge can be used to advantage in the
improvement of the supply chain performance, from operational, economic and
environmental viewpoints.

3. Continuous, multi-valued nonlinearities: Despite not being referenced in the
supply chain literature, continuous nonlinearities with memory can appear in
supply chain models, for example, in circular economy supply chains where there
is uncertainty of the volume, timing and quality of both demand and returns,
therefore multiple inputs should be considered. Hence, future research can build
on previous efforts and discoveries to identify new nonlinearities in supply chain
systems, to investigate which limitations and constraints they represent and their
effect on system’s dynamics.

4. Discontinuous, multi-valued nonlinearities: Limited study has explored the
multi-valued discontinuous nonlinearities analytically, even though some insights
are obtained by the simulation approach. Discontinuous nonlinearities with mem-
ory are very common in supply chain systems. For example, the shipment con-
straint in assemble-to-order systems due to the limited customer order decou-
pling point (CODP) inventory. Also, the constrained remanufacturing order rate
in hybrid manufacturing/remanufacturing systems, driven by the availability of
recoverable inventory (limited returned products), is also a multi-valued nonlin-
earity. Future research should analytically predict its impact on ripple effect and
suggest the corresponding control strategies in mitigating the unwanted dynamic
behaviour.

5. Effect of lead-time disturbances: Most research in the application of both linear
and nonlinear control theories in supply chain management focus on understand-
ing the impact of demand uncertainty and on improving demand forecasting
methods. Lead-time fluctuations can lead to performance degradation and in-
creased production costs, just as demand uncertainties can [40] and disturbances
and uncertainties in production and supply lead-times are reported to be the main
sources of supply chain risk [10]. Supply chain control theorists have avoided
tackling lead-time disturbance under the assumption that models become nonlin-
ear.
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